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PREFACE 

Symposium B, "Structure and Mechanical Properties of Nanophase Materials—Theory and 
Computer Simulations vs. Experiment," was held November 28-30 at the 2000 MRS Fall 
Meeting in Boston, Massachusetts. This symposium received support from the Office of Naval 
Research, Los Alamos National Laboratory, JEOL USA, Inc., and the FEI Company. 

This symposium focused on an examination of the mechanical properties of nanostructured 
materials obtained from theoretical studies, computer modeling (involving length scales from 
atomic to macroscopic), and from experiments. An emphasis is placed on (1) the guidance that 
computer modeling can give in designing experiments as well as to their interpretation, and 
(2) the guidance suggested by experiments and characterization of actual nanocrystalline 
samples in setting up the initial structure of a computer model and the development of new 
potentials. Nanostructured materials of interest include metals, ceramics and composites, in 
bulk form, thin films, and layered structures. Two half-day oral sessions were held on the topic 
of Mechanical Properties and Deformation Behavior of Bulk Materials. Other half-day oral 
sessions were devoted to the areas of Mechanical Properties and Deformation Behavior of 
Multilayers: Ceramic Materials; and Clusters and Other Nanostructures. In addition, a half-day 
joint session was held with Symposium W, "Limits of Strength in Theory and Practice." The 
subject of the Symposium B papers in this session concerned Softening at Very Small Grain 
Sizes. Finally two poster sessions were devoted to various aspects of the behavior of 
nanostructured materials. 

Most of the papers presented at the symposium are collected in these proceedings. The 
editors wish to thank the authors, reviewers, Meeting Chairs, sponsors and the ever-efficient 
and helpful MRS staff for their help in organizing the symposium and in publishing these 
proceedings. 

Diana Farkas 
Harriet Kung 
Merrilea Mayo 
Helena Van Swygenhoven 
Julia Weertman 

March 2001 
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An Overview of Plasticity in Nanoscale Composites 

J.D.Embury and C.W.Sinclair 
Department of Materials Science and Engineering, McMaster University, Hamilton, 
Ontario, Canada 

Introduction 

In the past two decades there has been great activity in the area of nanoscale 
composites. This has included enormous effort in the areas of epitaxial structures for 
microelectronics applications, organometallic systems, coatings [1], layered metallic 
structures and drawn in-situ composites. A great deal of progress has been made in the 
development of controlled fabrication methods including sputtering, electrodeposition 
and crystallization of amorphous structures. Also, attention has been given to the 
integration of ultrafine scale structures into the design of many engineering applications 
from high field magnets operating at cryogenic temperatures [2] to future gas turbines 
[3]- 

These developments emphasize the need to explore, at a fundamental level, the 
progress associated with plasticity of ultrafine scale structures. 

The processes of plasticity can be explored at the macroscopic, mesoscopic, and 
microscopic levels in order to delineate those aspects of the mechanical response which 
are characteristic of ultrafine scale materials. Clearly, it is important to emphasize that 
there can be competition between plasticity and damage and fracture events and between 
competitive processes of plasticity and that these are dependent on the characteristic 
length scale of the structures. A classical system which reflects the competition of 
plasticity and fracture is the system Fe-Fe^C. This was explored in the seminal work of 
Langford [4] illustrated in figure 1. This indicates that FejC in the form of particles 1-10 
|im in thickness is brittle but when the scale is reduced to 50 nm the Fe3C is ductile and 
can undergo extensive plastic flow. 
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Figure 1: Langford's compilation of the data in the literature for the scale dependent 
ductile to brittle transition of cementite in pearlitic steels (from Ref. 4) 
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There are two important consequences of these observations. The first is that 
normally brittle phases may, when embedded in a ductile matrix, undergo plastic flow 
and thus exhibit a size dependent ductile-brittle transition. The second is that even 
complex structures which have limited numbers of slip systems may be able to co-deform 
with a matrix capable of general plasticity. 

In addition to the competition between plasticity and fracture there is a scale 
dependant competition between deformation mechanisms and this can be studied via the 
utilization of the deformation mechanism maps described by Frost and Ashby [5]. There 
is a need to explore the behavior of ultrafine scale structures over a range of temperatures 
and strain rates in order to develop these scale dependant maps in a quantitative manner. 

If we turn to a mesoscopic view of plasticity of ultrafine scale materials, the 
problem is essentially to examine the compatibility of flow between the constituent 
phases. This can be considered in terms of load transfer to an elastic embedded phase 
and subsequently the conditions needed for co-deformation of the constituent phases. A 
variety of diffraction methods can be utilized to monitor the elastic stresses in the 
constituent phases both under load and during load reductions or load reversals. This 
permits the elastic plastic transition of the embedded phase to be monitored. This can be 
illustrated, as in figure 2, for the system Cu-Cr [6] which after directional solidification 
contains 2% by volume of Cr fibres which eventually act as embedded whiskers. 

The elastic stresses in the Cr can be monitored by the shift in the position of a 
diffraction peak with strain as shown in figure 2(a). The elastic strains in the Cr fibres 
vary with total imposed deformation as shown in figure 2(b). These types of 
observations provide valuable evidence concerning the behavior of the Cr fibres. In the 
elastic-plastic transition the copper matrix undergoes plastic flow and the Cr fibres 
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Figure 2: Residual stresses in a Cu-Cr eutectic alloy measured by unloading after various 
amounts of plastic strain, (a) Shift in a Bragg diffraction peak of Cr caused by high 
elastic residual stresses in the Cr fibers. Square and round peaks: before and after 
deformation, (b) The elastic strain in the Cr fibers plotted against applied strain. Strain in 
the fibers increases with increasing applied strain to >2%. 
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sustain large elastic deformations of order 2% prior to yielding of the fibres. 
Subsequently, the fibres deform by plasticity but continue to accumulate elastic strain but 
at a much slower rate. The elastic stresses in the fibres also contribute to the process of 
reverse flow and can be monitored by either loading-unloading experiments or by 
Bauschinger experiments. 

At the microscopic level there has been much effort devoted to studying both 
dislocation structures in ultrafine scale structure and in situ electron microscopy to 
determine how flow occurs in terms of whether individual dislocations or groups of 
dislocations are involved [7]. Three salient features emerge from these studies. The first 
is the examination of the limits of applicability of existing models involving length scales 
such as Hall-Petch strengthening or the Orowan hardening process. There has been much 
effort on examining these processes in metallic multilayers and an example is shown in 
figure 3. There is evidence to indicate that at layer structures below 50nm the process of 
plasticity becomes one of passing individual segments of dislocation between interfaces 
rather than groups of dislocations [8]. 

This helps focus attention on the second salient feature which is the need to 
understand in detail the process of dislocation nucleation, transmission and accumulation 
at interfaces. This is a rich topic in which atomistic simulation of the events at the 
boundaries [9] can be compared with careful experimental work. This is at a preliminary 
stage but clearly variables such as the degree of misfit, differences in the elastic moduli, 
detailed interface crystallography and layer thickness all exert influences on these events 
[10] and can be used to tailor new classes of materials. 

A final feature which emerges from the plasticity studies is the question of 
energy storage. In conventional plastic flow we consider the energy stored in terms of 
the accumulated dislocation density. In ultrafine scale material there is a very large ratio 
of internal surface to volume and the areas available for slip events are restricted. Thus 
other processes may occur including the creation of new surfaces [11] or compositional 
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Figure 3: Hall Petch plot for various copper-based multilayers of different layer thickness 
(h) (from Ref. 8) 



changes [12]. Also at larger strains the presence of well defined interfaces and the 
restriction of areal glide may introduce major changes in the development of texture. 

Thus it is clear that ultrafine scale materials which possess large amounts of 
internal surface represent a new and exciting area of plasticity in which dislocation 
nucleation at interfaces becomes a dominant feature. These materials present new 
challenges. They can develop very large short wavelength internal stresses. They require 
detailed understanding of interactions at the interface. However they also present a rich 
area of collaboration between modeling and experiment and the possibility of producing 
new materials with unique functionability in terms of control of both structural and 
functional properties by control of the scale of the structure and their detailed 
architecture. 
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ABSTRACT 

Nanocrystalline samples of copper were prepared using inert gas condensation and an optimized 
sequence of powder outgassing and compaction. TEM specimens were cut, electropolishcd, and mounted 
in a straining stage. In situ TEM observations including real-time video were captured during straining in 
the microscope. Areas of presumed increased stress concentration were identified near small cracks around 
the perimeter of the electropolished hole. Such locations were observed in the TEM while the specimen was 
pulled in tension. Several microstructural changes were captured during deformation including numerous 
sudden shifts in contrast of grains and parts of grains, occasional dislocation motion, opening and 
propagation of the crack. Relationships between grain size and deformation are described. 

INTRODUCTION 

The empirical Hall-Petch relation describes the dependence of several mechanical properties, including 
yield strength and hardness, on grain size. Various theories attempt to explain the dependence in terms of 
dislocation activity or its suppression. At very small grain sizes (below what is commonly used in structural 
applications), the relationship predicts strengths beyond the ranges of those attained at conventional grain 
sizes. As grain size decreases even lower, the relationship predicts values of yield stress that reach the 
theoretical limit. Possibly the mechanisms responsible for Hall-Petch behavior at conventional grain sizes 
give way to another mechanism at a certain low "threshold" size. 

As methods to make materials with smaller and smaller grain sizes have increased in number and 
effectiveness, it is clear that the measured mechanical properties fall short of the values predicted by the 
Hall-Petch relation. It would be interesting to discover why, as doing so would lend insight into the 
microstructural workings of the Hall-Petch relation and could clarify how crystalline materials deform in 
general. In situ straining experiments carried out in a TEM offer the possibility of examining those 
deformation mechanisms that may be active [1,2]. Dislocation motion, if present, and displacement between 
grains may be witnessed and captured in real time. Minute changes in grain orientation (potentially on the 
order of seconds) can result in changes in contrast. The present paper describes such an in situ straining 
experiment of a nanocrystalline copper foil carried out at Los Alamos National Laboratory. It must be kept in 
mind that the deformation behavior observed in thin foils is not necessarily the same as that in the bulk 
material. 

Bl.2.1 



SAMPLE PREPARATION 

Samples in this study were compacted from powders made via inert gas condensation [3,4] using a 
resistive evaporator at Argonnc National Laboratory [5,6]. Fresh powder was dumped into a glass beaker 
while still in the evaporation chamb cr. Under continuous pumping and at around 10"7 Torr, the powder was 
moved to a compaction unit connected to the synthesis apparatus. Powders were gradually outgasscd to 
prevent spikes in oxygen partial pressure by slowly moving the beaker closer to heat lamps and monitoring 
the pressure with an ion gauge. When no more pressure increases were seen after approaching the lamp, 
the powder was transferred to the compaction die and then compacted. Base pressures of both devices 
were on the order of 10"' Torr. Compaction of the powders was performed at 1.4GPa(10tons). 

The 9 mm diameter disk-shaped samples initially ranged between 500 and I500(lm in thickness. To 
minimize cutting time and to remove surface layers, the discs were ground and polished using a sequence of 
polishing papers. To assist in the polishing, samples were glued to a steel cylinder 10 mm in diameter using 
tacky crystal bond (at ~90 °C) and quickly immersed in a beaker of cool distilled water. TEM foils 3 mm in 
diameter were cut from the thinned 9 mm discs. The TEM samples were then ctcctropolishcd in a solution of 
30% phosphoric acid (HPO4) and 70% water using Strucrs Tcnupol double-jet clcctropolishcr. 

Possible 
crack site 

Tensile axis 

Figure 1. Orientation of TEM hole. 

Before a given sample was affixed to the deformation fixture, a low-power microscope was used to find 
cracks or perforations around the perimeter of the hole. If a site somewhere on the perimeter was identified 
that appeared likely to produce a propagating crack under load, the sample was briefly examined under the 
TEM. If the sample looked promising (thin area near the potential crack site), a quick sketch was drawn of 
the hole and any notable or easily visible features. The sample was then removed from the microscope and 
affixed to a brass deformation fixture using very small drops of ethyl cyanoacrylate (nail glue) on each side 
of the hole. The sample was placed on the fixture so that the crack deemed most likely to propagate ran 
perpendicular to the straining axis, as shown in Fig. 1. The deformation fixture is shown in Fig. 2. 
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Figure 2. Fixture for supporting TEM samples during in situ deformation. 

Straining Experiment 

The in situ TEM tests were performed on a Philips CM30 with a LaBg filament and operating at 300 kV. 

Deformation was induced using a straining stage TEM specimen holder. Besides conventional micrographs, 
images were recorded digitally. Using a CCD camera running at 30 frames per second, real time "movies" 
were recorded onto half-inch digital heta videotapes. An attached Macintosh computer with a frame 
grabber was also used to record some digital images. When videotaping, the action was viewed on a 640 X 
480 pixel monitor. The contents of the digital tapes were later transcribed onto consumer grade VHS 
videocassettcs. 

In this study, the mobile end of the straining stage was set to move at 100 nm/s. The motor can be set 
to push or pull the specimen. Tiny screws hold the specimen in the straining stage. The far end is fixed, and 
the near end moves. Since only 1-3 um were usually in the field of view depending on the magnification, the 
motion from the straining stage caused the image to move steadily off the screen during the tests. To keep a 
particular area in view, the specimen translators were continuously adjusted during specimen extension. 

When a sample was ready for straining, an appropriate location to watch was selected. Magnification 
was usually set to 46 kX, a compromise between obtaining sufficient detail and having a reasonable field of 
view. After a few pictures were taken straining was begun. The sample was too unstable to take reasonable 
static pictures during straining. Thus documentation of the microstructural behavior during deformation 
relied on the video images. The stage pulled on much more than the copper TEM sample within the field of 
view (brass deformation fixture, glue, and sample) so that the great majority of the displacement was 
accommodated outside the viewing area. While the overall displacement rate of the straining stage was 
known, the heterogeneity of the deformation made it impossible to determine the straining rate of the 
sample. 

The first four samples appeared to exhibit some changes in relative positions of grains. When 
successive pictures were compared via computer, no grain translation was found. It is likely the perceived 
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changes were caused by minor contrast changes from small tilts experienced by the whole specimen during 
straining. A video image of a typical sample area examined during straining is shown in Fig. 3. 

^^ 200 nm 

Figure 3. A video image of the crack front during in situ tension. 

RESULTS AND DISCUSSION 

Activity during straining in the form of sudden contrast changes and dislocation motion was seen 
primarily in the intense stress fields around cracks. The contrast changes took place rapidly, were usually 
confined to one or a few contiguous grains, and lasted for some tens of seconds. The action then shifted to 
another grain or grains. The recording VCR runs at 30 frames/second. A frame-by-frame examination failed 
to unambiguously catch any contrast in the process of changing. Sometimes the changes were clearly 
confined to a single grain; in other cases it appeared that the changes took place over different regions of a 
large grain. However, because of grain overlap in the foil, it often was difficult to determine the positions of 
the grain boundaries and the "different regions" of a large grain may actually have been several small grains. 
Grains showing contrast changes averaged 60 nm in size as measured from video images. (However, some 
contrast changes were observed in regions as small as 10 nm.)  The average grain size in the foil was 
measured to be 50 nm, though both this value and that of the average size of grains undergoing contrast 
changes may be overestimates for the reason just mentioned. A representative picture of the microstructure 
of a nanocrystalline copper sample is shown in Fig. 4. 

Static dislocations were observed in grains as small as, or smaller than, 40 nm. Dislocations were seen 
moving in several grains, but there was no evidence of pile ups (except in very large grains of d > 100 nm) or 
transmission of dislocation arrays across grain boundaries. In one case, dislocations appeared at the edge 
of a hole and moved inward, where they seemed to disappear into a dislocation sink. After about 30 
seconds the movement of the dislocation array abruptly stopped. 

It is not clear if the sudden contrast changes observed in the present in situ straining experiment result 
from dislocation activity or from grain sliding and rotation. In one instance, contrast changes clearly seem 
to be from dislocation motion. A long grain was observed to be twinned into three parts, the twin 
boundaries running parallel to the long axis of the grain. The two sections of the "parent" grain underwent 
extensive contrast changes while the twin in the grain interior remained unchanged. It is unlikely that 
sliding would take place on a low energy twin boundary. If dislocations arc indeed causing these contrast 
changes, it can be concluded that twin boundaries arc effective barriers to dislocation motion. 

All crack propagation took place in an intcrgranular fashion. The cracking appeared somewhat ductile. 
For example, formerly adjacent grains were later separated by a crack spanning 80 nm. Such positional 
changes happened gradually rather than via sudden brittle fracture and were not associated with an increase 
in cracks or porosity. Also, it was noted that throughout the test there were no sudden jolts or skips such 
as might be expected from an instance of brittle fracture. 
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Figure 4. Microstructure of area typical for in situ tension tests. 

CONCLUSIONS 

An in situ straining experiment was carried out in the TEM on nanocrystalline copper with average 
grain size of approximately 50 nm. 

• Sudden contrast changes were seen in individual grains in the stress field of cracks. 

• Generally it could not be determined whether the contrast changes are caused by dislocation activity or by 
grain sliding and rotation. However in at least one case dislocation motion seems to be responsible. 

• Dislocations are observed in grains down to at least 40 nm in size, probably lower. 

• Crack propagation in the foil is intergranular. 
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ABSTRACT 

The advent of nanocrystalline materials has provided new opportunities to explore grain size 
dependent phenomenon. Superplasticity is such a grain size dependent phenomenon defined by 
the ability to attain tensile elongation of 200% or more. Superplasticity in microcrystalline 
materials has been well characterized. The constitutive equations that describe microcrystalline 
superplasticity predict enhanced properties for nanocrystalline materials. Enhanced properties in 
such nanocrystalline material include lower superplastic temperature at constant strain rate, 
higher superplastic strain rate at constant temperature, and lower flow stresses. Investigations 
with nanocrystalline Ni3Al and ultra-fine grained Ti-6A1-4V alloy have shown a reduction in the 
superplastic temperature. However, the flow stresses in these materials are significantly higher 
than expected. The high flow stresses are accompanied by strong strain hardening. 
Transmission electron microscopy in situ straining of nanocrystalline M3AI has shown that grain 
boundary sliding and grain rotation occurred during straining. The sliding and rotation decreased 
with strain. Dislocation activity was observed but was not extensive. There was no observable 
dislocation storage. The parameters of the generalized constitutive equation for superplasticity 
for nanocrystalline Ni3Al and Ti-6A1-4V are in reasonable agreement with the parameters for 
microcrystalline material. The rate parameters suggest that nanocrystalline superplasticity shares 
common features with microcrystalline superplasticity. In contrast, the observed flow stresses 
and strong strain hardening indicate that nanocrystalline superplasticity is not a simple extension 
of microcrystalline behavior scaled to finer grain size. 

INTRODUCTION 

Nanocrystalline materials are usually characterized as having a grain size of lOOnm or less. 
Ultra-fine grained materials have grain sizes from lOOOnm to lOOnm. Superplasticity is defined 
as tensile deformation of 200% or more. Interest in nanocrystalline superplasticity derives 
mainly from the grain size dependence of superplastic flow. Superplasticity is often 
characterized using the generalized constitutive equation 

^TFlfll-l (1) 
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where e is the strain rate, D is the appropriate diffusivity (lattice or grain boundary), G is the 
shear modulus, b is the Burgers vector, k is the Boltzmann constant, T is the test temperature, d 
is the grain size, p is the grain size exponent, a is the applied stress and n is the stress exponent 
[1]. A large body of data for macrocrystalline superplasticity in metals, intermetallics, and 
ceramics, has shown the grain size exponent p to be 2 in the case of lattice diffusion control or 3 
in the case of grain boundary diffusion control [2]. Consequently, a reduction in grain size can 
lead to a reduction in the superplastic temperature at constant strain rate, or an increase in the 
superplastic strain rate at constant temperature. 

Early speculation regarding enhanced superplasticity in nanocrystalline materials was based 
primarily on the grain size dependence of superplastic flow [3]. The results with nanocrystalline 
materials show that a reduction in superplastic temperature has been achieved [4,5]. However, 
even at the lower temperatures, grain growth can be significant. The data show that the onset of 
nanocrystalline superplasticity coincides with the onset of microstructural instability. 

The grain size dependence of Equation (1) also leads to an expectation of lower flow stresses 
in nanocrystalline materials compared to their microcrystalline counterparts. However, 
experiments have shown that the superplastic flow stresses of nanocrystalline NijAl and ultra- 
fine grained Ti alloys are much higher than the flow stresses for microcrystalline material of the 
same composition, even when normalized by strain rate, grain size, and diffusivity [4]. Higher 
flow stresses in nanocrystalline materials have been observed in other metallic systems as well 
[5], Nanocrystalline materials have also shown extensive strain hardening during superplastic 
deformation. In contrast, microcrystalline superplasticity is generally free of large-scale strain 
hardening [2]. 

There are two major processing routes used in the synthesis of nanocrystalline materials: (a) 
consolidation of nanocrystalline powders, and (b) severe plastic deformation of bulk materials by 
high pressure torsion straining (HPT) to large strains. Although a grain size of <100 nm can be 
obtained by both these methods in a variety of materials, the microstructural details vary. Grain 
size refinement of bulk materials by HPT eliminates problems associated with consolidation of 
powders as well as provides a means to study commercially important alloys that would be 
difficult to produce from powders. In this paper, we analyze some of the tensile superplasticity 
data obtained in the last few years on NijAI and Ti-6A1-4V processed by HPT. 

EXPERIMENTAL PROCEDURE 

Samples of extruded Ni3Al alloy IC-218, having the composition Ni-18 at.% Al-8 at. % Cr-1 
at.% Zr-0.15 at. % B, and samples of Ti alloy having the composition Ti-6 wt% AI- wt% V were 
processed by high pressure torsion straining (HPT) to produce nanocrystalline and ultra-fine 
grained structures. Details of torsion straining can be found elsewhere [6,7]. Tensile specimens 
having a gage length and width of 1mm were electro-discharge machined from HPT processed 
disks approximately 12mm in diameter and 0.3mm thick. The specimens were then ground and 
polished to a uniform nominal thickness of 0.2mm. 

Tensile testing was conducted in air at constant strain rate. Strain rate jump tests were 
performed to estimate the stress exponent. Between each jump, the strain rate was held constant. 
The relationship n=ln(£2/£ \)l\xi{Gila\), where the subscripts 1 and 2 refer to the lower and 
higher strain rates respectively, was used to calculate the stress exponent. Estimation of the 
grain size dependence p, was performed by analysis of data collected from tensile specimens 
statically annealed prior to deformation to produce different grain sizes. 
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Thin foils for transmission electron microscopy (TEM) investigation were prepared from 
annealed specimens by jet polishing. An electrolyte of 10% perchloric acid - 15% acetic acid - 
75 % methanol (methyl alcohol), at -25°C and 35V was used to thin specimens of M3AI. An 
electrolyte of 6% perchloric acid, 35% butyl alcohol, and 59% methyl methanol, at -25°C and 
30V was used to thin specimens of Ti-6A1-4V alloy. TEM foils were also prepared from the 
deformed gage section of tensile specimens by ion milling. Grain size was determined using the 
mean lineal intercept method from TEM micrographs. 

Transmission electron microscopy in situ straining of nanocrystalline NijAl was performed at 
room temperature. The specimens were prepared by dimpling and jet polishing, using the same 
electrolyte and parameters as described above. Specimens were tested in both the as-processed 
condition, and after annealing at 650°C for 20min to produce a constant structure before the start 
of superplastic deformation. 

RESULTS 

Deformed tensile specimens of Ni3Al and Ti-6A1-4V are shown in Fig. 1, which 
demonstrates the large strains characteristic of superplasticity. The as-processed microstructures 
of these materials are shown in Fig. 2. The structures were typical of materials processed by 
HPT. The indistinct grain boundaries and non-uniform contrast in the bright-field images 
indicated the presence of a large lattice defect density and associated internal strains. The 
electron diffraction patterns in Figure 2 (insets) contain rings comprised of spots that confirmed 
the presence of high angle grain boundaries. Streaking of the diffraction spots also confirmed 
the presence of a large lattice defect density. 

Typical superplastic stress-strain curves for materials processed by HPT are shown in Fig. 3. 
The tensile data showed large flow stresses and significant strain hardening. This was contrary 
to the earlier predictions of low flow stresses in nanocrystalline materials. Table I shows the rate 
parameters of Equation (1) obtained for nanocrystalline NijAl and ultra-fine grained Ti-6A1-4V. 

Grain growth investigations using TEM in situ heating and static annealing of bulk 
specimens has shown that the onset of superplasticity coincided with the onset of grain growth. 
For NijAl, grain growth was shown to be sluggish enough to maintain a grain size of lOOnm or 
less throughout the duration of a tensile test at 650°C [4]. 

4LJH|        As-machined 

Figure. 1. Tensile specimens of ^_ i^ 
NiiAl and Ti-6Al-4V. Ni,Al f^--^     650°C, 10'V1,560% 

Ti-6A1-4V  flk——«fH   725°C, lO'V1, 725% 

Table I: Rate parameters 
n p Q (kJ/mol) 

 Stress exponent   Grain size dependence   Apparent activation energy 
Ni3Al                2.3                            3                                     180 

TJ-6A1-4V 2.7  -  215  
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(a) (b) 
Figure 2. Bright-field TEM of (a) Nipil, and (b) Ti-6Al-4V alloy after processing by HPT. 

Ni3AI [HPT at 20°C] 

D.O   0.2   0.4   0.6   0.8   1.0   1.2   1.4   1.6   1.6   2.0 0.0  0.2  0.4  0.6  0.8   1.0   1.2   1.4   1.6  1.8  2.0 

Strain Strain 

Figure 3.  Superplastic stress-strain curves for (a) Ni_<Al and (b) Ti-6Al-4V processed by HPT. 
Note the extensive strain hardening and high flow stresses. 

DISCUSSION 

One of the assumptions of Equation (1) is that the deformation is in steady-state. Steady- 
state superplasticity is commonly identified by constant flow stress, which gives rise to classic 
flat-top flow curves in constant strain rate tensile tests. The flow curves for nanocrystalline 
materials do not exhibit regions of constant flow stress. However, the critical criterion for 
steady-state in terms of Equation (1) is that the relevant mechanistic details of deformation are in 
a steady-state. Consequently, the shape of the flow curve alone is not a sufficient indicator of 
steady-state. At this point it is not clear whether or not the relevant mechanistic details of 
deformation are constant during superplastic flow in nanocrystalline materials. That docs not 
preclude the assumption of steady-state and an attempt to evaluate the parameters of Equation (1) 
to further understand the observed behavior. 

The authors recently conducted room temperature in situ tensile tests in TEM on specimens 
of nanocrystalline Ni3Al. Grain boundary sliding and grain rotation occurred during the in situ 
straining. Dislocation activity was observed but was not extensive. The dislocation marked "A" 
in Figure 4 was pinned at opposite grain boundaries and moved through the grain interior in a 
manner as if the dislocation pinning points were dragged along the grain boundary plane. After 
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some initial straining the TEM in situ tensile device was stopped and the deformed specimen in 
the specimen holder was tilted (with respect to the electron beam) to various angles up to 30° and 
imaged. Figure 5 shows that tilting altered the diffraction contrast of the grains as was expected 
but it did not reveal any discernable storage of dislocations in the microstructure. Hence, the 
high strain hardening and high flow stresses in nanocrystalline M3AI cannot be explained by 
dislocation storage. Additional work is needed at elevated temperatures to fully resolve this 

Figure 4. A dislocation, marked by 
A, with ends pinned in opposite 
grain boundaries, was imaged 
during TEM in situ straining. The 
dislocation was observed to glide 
across the grain interior. 

Tilt angle 3° Tilt angle 7.5° Tilt angle 10° 
Figure 5.  Tilting during TEM in situ straining of nanocrystalline NisAl showed no discernable 
dislocation storage. 

One way to explain the origin of higher flow stresses for superplasticity in nanocrystalline 
materials is to consider the influence of grain size on slip accommodation during grain boundary 
sliding. We suggest that lattice dislocation nucleation is difficult in nanocrystalline materials. 
Although the details are not clear at this stage, based on the limited data and present analysis, we 
propose that with increasing grain size, the mechanistic details of superplastic flow undergo a 
transition at a grain size where lattice dislocation generation becomes relatively easy, i.e. as in 
the case of microcrystalline materials. 

Another issue we would like to discuss is the issue of microstructural instability. The driving 
force for grain growth is significantly higher in nanocrystalline materials than in microcrystalline 
materials. Consequently, significant grain growth can occur even at the lower superplastic 
temperatures for nanocrystalline materials. The strong driving force for grain growth limits the 
temperature range over which nanocrystalline superplasticity can be studied. If nanocrystalline 
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materials are tested at temperatures where microcrystalline superplasticity is observed, grain 
growth eliminates the nanostaicture. As a result, comparison of nanocrystalline and 
microcrystalline superplasticity must be done on a temperature-normalized basis. 

CONCLUSIONS 

The experimental results show higher flow stresses for superplasticity in nanocrystalline 
materials compared to microcrystalline materials. The higher flow stresses result from the 
difficulty to nucleate and move lattice dislocations which are limited in length by the grain size. 
Therefore, conventional slip accommodated grain boundary sliding is likely to be difficult in 
nanomaterials. Based on this, a transition in the mechanistic details of superplasticity is expected 
at a critical grain size. 
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The Role Played By Two Parallel Free Surfaces In The Deformation Mechanism Of Nano- 
crystalline Metals: A Molecular Dynamics Simulation 

P. M. Derlet and H. Van Swygenhoven 
Paul Scherrer Institute, CH-5253 Villigen PSI, Switzerland 

Abstract 

Former molecular dynamics computer simulations of polycrystalline Ni and Cu metals with 
mean grain sizes ranging between 3 and 12 nm demonstrated a change in deformation 
mechanism as a function of grain size: at the smallest grain sizes all deformation is 
accommodated in the grain boundaries. In this paper we report on the influence of the presence 
of two free surfaces on the deformation behaviour. The purpose of this simulation is to study 
which phenomena observed in in-situ tensile experiments performed in the electron microscope 
can be expected to be intrinsic properties of the deformation process and which phenomena are 
due to the presence of two free surfaces separated by a very small distance. 

Introduction 

With the reduction in grain size to the nanometre regime and a corresponding increase in the 
percentage of grain boundary atoms, the traditional view of dislocation driven plastic 
deformation has had to be reconsidered [1-5]. For nano-grain materials an alternative inelastic 
deformation process, driven primarily by grain boundary activity is now believed to be an 
important contribution. Extensive molecular dynamics has been performed by us (HVS) [6-10] 
on high angle randomly orientated bulk Cu and Ni nano-grain material in which the grain 
boundary region has a high degree of structural order. These simulations have demonstrated that 
the mechanism for plastic deformation changes from an intra-granular mechanism (dislocations) 
to an inter-granular mechanism (sliding), as the average grain size decreases. 

TEM and HREM constitute important experimental techniques in the analysis of static and 
dynamic nanocrystalline boundary structure (see for example [11]). More recently, in situ tensile 
deformation experiments have been undertaken [12,13]. The requirement of thin samples for 
optimal contrast and resolution calls into question the assumption of a bulk structure. The 
current work investigates if the presence of the surface leads to additional grain boundary 
dynamics and thus a change or modification of the nanocrystalline plastic deformation process. 

Sample Preparation and Relaxation 

Nanocrystalline samples where created by constructing nanograins at random locations and 
crystallographic orientations until the grains overlap each other according to the Voronoi 
construction [14]. A more detailed description of this procedure can be found in [8]. Two 
samples with similar microstructure but differing mean grain sizes of 5nm and 12nm where 
used. The surface is introduced by removing the periodic boundary conditions in one direction 
of the (bulk) equilibrated sample. The samples were then relaxed under zero applied stress 
conditions for about 40ps, allowing the surface structure to find a more equilibrium 
configuration. In the present work all MD was performed at constant temperature (via velocity 
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re-scaling every 100 fs) and within the Parinello-Rahman approach [15]. For the interatomic 
potentials we employ the second moment tight-binding model of Cleri and Rosato [16]. We 
emphasise that the use of such atomic potentials provides insight into a so-called "model" Ni 
system. This potential has a stacking fault energy of 320mJ/m2. The onset of partial dislocation 
activity with increasing grain size depends on this value. For example in (model) Cu, whose 
stacking fault energy is lower, MD simulations show dislocation activity in grain sizes slightly 
smaller than that of Ni. 

In the case of the 12nm sample, some grain boundary growth/motion was observed at and in the 
vicinity of the surface and at some triple junction regions. Figure 1 demonstrates a grain 
boundary which before surface relaxation makes a low angle with the constructed surface, and 
upon relaxation the grain boundary/surface intersection achieves a lower energy state by forming 
a right angle intersection with the surface. In this figure the grey represents fee coordinated 
atoms and the dark grey (in the grain boundary and at the surface) represent non-fee atoms. Such 
a measure of the local crystalline order is obtained using the topological medium-rangc-order 
analysis developed by Honneycutt and Andersen [17]. We note that such grain boundary activity 
is primarily due to atomic interchange driven by the differing surface enthalpies of the grains 
and grain boundary region. Indeed in all computer samples, the microscopic surface stress was 
found to penetrate up to 15 Angstrom into the material which is about the extent of the growth 
region observed in figure 1. Due to the short time scales accessible by MD, long range diffusion 
cannot occur when using such simulation techniques. 

Figure 1: Grain 
boundary movement 
in the 12nm grain 
size sample. A) is 
before surface 
relaxation and B) is 
after ~40ps of 
surface relaxation. 

General Deformation Properties 

The 5nm sample was deformed with a constant applied stress of 1.5GPa for ~170ps, where as 
the 12nm sample was deformed with an applied stress of 2.6GPa for 52ps. The different stresses 
used for the two samples where chosen to achieve approximately similar strain rates [12]. Figure 
2 displays the strain versus deformation time for the 5nm sample and 12nm, for both the surface 
and non-surface case. We see that in both cases, there is additional strain in the surface sample 
when compared to the non-surface sample. 

Analysis of surface topography before deformation revealed a RMS roughness of approximately 
0.54 Angstrom for both samples. After 52ps deformation, the 12 nm sample increased its surface 
roughness to 0.93 Angstrom. For the 5nm sample, the root-mean-squarc roughness after 170ps 
deformation was only 0.62 Angstrom. That there is a greater increase in surface roughness in the 
12nm sample is in part be due to dislocation activity (see the following section) at the surface. 
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Figure 2: Strain versus deformation time curves for surface and non-surface sample for the 5nm sample at 1.5GPa, 
A), and the 12nm sample at 2.6GPa, B). In B), the light grey curve represents the strain remaining after the 
(approximate) strain due to dislocation activity has been removed from the surface case. 

Figure 3a and b shows an orthogonal projection of atomic positions of the entire 12nm surface 
sample for the non-surface and surface case respectively. In this figure, the darker regions again 
represent the grain boundary structure, furthermore the top and bottom surfaces can be identified 
by the non-12 coordinated atoms in of the upper and lower regions of the simulation cell (3b). In 
addition, darker regions indicated by arrows represent HCP coordinated atoms forming double 
111 HCP planes; the stacking faults due to the emission and propagation of partial dislocations 
through the grains. In the non-surface 12nm grain size sample, only one dislocation is observed 
whereas in the surface case, many dislocations are observed both in grains at the surface and 
within the sample. In the 5nm sample (not shown here), no such dislocations where observed in 
both the non-surface and surface samples. 

Figure 3: Projection of atomic positions of 
the 12nm sample for the non-surface case, 
A), and the surface case, B). The tensile 
axis is across the page. The arrows 
highlight darker regions within the sample 
and represent HCP coordinated atoms, 
indicating the propagation of partial 
dislocations through grains. 

An estimation of the strain due to dislocation activity can be made by summing up the 
components of the Burgers vector along the tensile direction for each dislocation, weighted by 
the ratio of the area of the corresponding stacking fault projected onto a plane normal to the 
tensile direction and the gauge cross-sectional area. For this we considered the nine largest 
stacking faults within the surface sample and obtained a total fractional strain of approximately 
0.005. The total strain due to dislocation activity is indicated in the strain versus time graph 
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(Figure 2b) as a subtraction from the surface strain. At 52ps approximately 40% of the 
additional strain in the 12nm grain size surface sample is due to the increased dislocation 
activity, the rest therefore being attributed to increased sliding. 

Increased sliding between grains intersecting the surface was also observed in the 5nm sample. 
Figure 4 displays the atomic displacement of atoms between the pre-deformed configuration and 
the configuration after 170ps of deformation, for the non-surface A) and surface B) 5nm 
samples. Here the surface normal points out of the page and the tensile axis is across the page. 
The displacement vectors calculated come from the top atomic layers at the surface (and those 
equivalent layers for the non-surface case) and represent the absolute displacement of these 
atoms. An immediate observation is that for the surface case there is more sliding around grain 
Gl than there is in the non-surface case. This is particularly evident at the G1G2 grain boundary. 
In grain Gl for the surface case, there is also increased inhomogeneous displacement in the 
vicinity of triple junctions, particularly in the encircled region. A rounding of the grain boundary 
edges at the surface of the 5nm sample can be observed, leading to an increase in triple junction 
volume at the surface. Such an effect is also present in the 12nm sample, albeit to a lesser 
degree due to size effects. 

A) 
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Figure 4: Difference plot between atoms positions in a selected surface region of the 5nm grain size sample   for 
the non-surface case A), and the surface case B). The surface normal is out of the page. We see increased sliding 
around grain Gl in the surface case, and increased atomic activity at the indicated surface/triple junction 
intersection. 

Analysis of Dislocation Structure 

We now consider in detail one dislocation that was emitted at a grain boundary/surface 
intersection in the 12nm sample. The grain in question Gl (which is the same grain in the 5nm 
sample, as indicated in figure 4) contains a total of six dislocations in the surface case. That a 
single dislocation was also emitted in this grain in the non-surface case (see figure 3) makes the 
presence of such dislocations in the surface less surprising from the perspective of resolved 
critical shear stress. Analysis of the surface structure of grain Gl reveals a number of defects 
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that are an artefact of the method of creation of the surface. In some areas, where steps arise 
naturally from the artificial cleave due to the removal of the periodic boundary condition, atoms 
are missing (they are on the other side) leaving a defect structure. This has the effect of 
introducing blue atoms deeper beneath the surface at a correspondingly higher energy. The 
dislocation we consider here in detail was emitted from such a defect. 

Figure 5 shows a selected region of the surface before and during deformation. Grain Gl is the 
upper grain. Here the tensile direction is across the page and the surface normal points out of the 
page. We consider first figure 5a in which the atoms are at their pre-deformation positions. Here 
a row of dark (non-12 coordinated) surface atoms are marked in grey. These atoms are infact 
along a 100 direction of Gl. The bottom three marked atoms belong to the lower 100 plane, that 
is, below the 100 plane to which the upper "gray" atoms belong to. This constitutes an example 
of the surface defect identified in the previous paragraph. The 5b displays the atomic positions 
at 8ps of deformation. With 8ps of deformation, the partial dislocation has been emitted and has 
travelled across (up the page) to the other side of the grain. Although not easily seen in the 
present gray scale picture, the corresponding stacking fault in figure 5b makes an angle of 
approximately 45° with the surface normal. 

. Surface 
Normal 

Figure 5: A) represents a selected 
surface region of the 12nm grain 
size sample before deformation 
and B) represents the same region 
after Sps of deformation and the 
emission of a partial dislocation. 
Associated with the emission of 
the partial dislocation is the 
removal of the defect identified in 
more detail in the text. 

The measured Burger's vector magnitude for this partial dislocation is 1.44 Angstroms and is in 
a direction which points down into the material (approximately 45 degrees into the page). Thus 
the atoms to the left of, and above, the stacking fault move collectively into the material. The 
two atoms marked in light grey in figure 9 indicate an example of atomic movement associated 
with the dislocation. The left atom of the pair has "hopped" approximately a nearest neighbour 
distance into the material, and the right most marked atom has moved into its position. This 
initial event occurs just before dislocation creation and is approximately in the direction of the 
future Burger's vector. We note also that those dark atoms due to the surface defect (marked 
with grey in figure 5) have not moved, however the line of atoms (also marked with grey) on the 
next 100 surface plane which form a step to the lower plane (to which the three bottom gray 
belong to) have shifted the appropriate Burger's vector to this lower plane. Thus through the 
creation and emission of the partial dislocation, the initial defect has been removed, being 
replaced by a surface step that extends to the other side of the grain. 
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Conclusions 

For the 5nm and 12nm grain size samples investigated, we find that the presence of two parallel 
surfaces results in an increased strain for a given applied stress. Thus the frec-thin-film geometry 
facilitates increased plastic deformation. In the case of the 5nm grain size sample, this 
manifested itself in an increase in grain boundary sliding, predominantly at the interface. On the 
other hand, for the 12nm grain size sample, the increase in plastic strain arose from a 
combination of increased grain boundary sliding and the creation of a large number of partial 
dislocations in grains. Further analysis is required to quantify the role a surface plays in both 
increased sliding and dislocation activity. For example, local atomic stress analysis has shown 
that only the top few atomic layers are affected by a surface pressure and shear component. 
However in the present work, dislocation activity is seen also in grains not intersecting the 
surface. Furthermore, the increase in surface roughness under deformation suggests that surface 
also plays a role in the issue of accommodation, for both grain boundary sliding and dislocation 
activity. We may nevertheless conclude that the presence of two free parallel surface separated 
by a distance comparable to the thin film geometry, does affect the plastic deformation processes 
in nanocrystalline material. For the current in situ deformation experiments, one therefore must 
be cautious that what is observed may indeed be a result induced by the thin-film geometry 
necessary to obtain maximum resolution/contrast in HRTEM, and not an intrinsic property of 
the nanocrystalline material studied. 

Acknowledgements 

Work is supported by the Swiss NSF (2000-056835.99) 

References 

1. W. Nieman, J. R. Weertman, and R. W. Siegel, J. Mater. Res. 6, 1012 (1991) 
2. G. Nieh and J. Wadsworth, Scr Metall. Mater. 25, 955 (1991) 
3. H. Chokshi, A. Rosen, J. Karch, and H. Gleiter, Scr. Metall. Mater. 23, 1679 (1989). 
4. Y. Gerlsman, M. Hoffmann, H. Gleiter, and R. Birringet, Acta Metall. Mater. 42, 3539 

(1994) 
5. W. Siegel and G. E. Fougere, Nanostruct. Mater. 6, 205 (1995) 
6. Van Swygenhoven and A. Caro, Appl. Phys. Lett. 71, 1652 (1997) 
7. Van Swygenhoven and A. Caro, Phys. Rev. B 58, 11246 (1998) 
8. Van Swygenhoven, M. Spaczer, D. Farkas, and A. Caro, Phys. Rev. B 60, 22 (1999) 
9. Van Swygenhoven, M. Spaczer, and A. Caro, Acta Mater. 47, 3117 (1999) 
10. Van Swygenhoven, D. Farkas, and A. Caro, Phys. Rev. B 62, 831 (2000) 
11. Kizuka, N. Mitarai, and N. Tanaka, J. Mater. Sei. 29, 5599 (1994) 
12. C. Hugo, H. Kung, C. J. Youngdahl and J. Weertman, Sec present volume. 
13. X. McFadden, A.V. Sergueeva, and A.K. Mukherjee, ibid. 
14. Z. Voronoi, J. Reine Angew. Math 134, 199 (1908) 
15. Parrinello and A. Rahman, J. Appl. Phys. 52, 12 (1981) 
16. F. Cleri and V. Rosato, Phys. Rev. B 48, 22 (1993) 
17. D. J. Honneycutt and H. C. Andersen, J. Phys. Chcm. 91, 4950 (1987) 

B 1.4.6 



Mat. Res. Soc. Symp. Proc. Vol. 634 © 2001 Materials Research Society 

Mechanical Spectroscopy of Nanocrystalline Metals 

E. Bonetti, L. Pasquini, L. Savini 
Department of Physics, University of Bologna and INFM 
v. Berti-Pichat 6/2 
40127 Bologna, Italy 

ABSTRACT 

The mechanical behavior of nanocrystalline iron and nickel prepared by mechanical attrition 
and inert gas condensation was investigated using mechanical spectroscopy techniques in the 
quasi static-and low frequency dynamic stress-strain regimes. The measures were performed on 
samples previously stabilized by thermal annealing at low homologous temperatures. The results 
of elastic energy dissipation, creep, and creep recovery measurements performed in the low 
strain regime (e= 10" -10" ) allowed to trace a phenomenological picture of the anelastic and 
viscoplastic behavior of nanocrystalline Ni and Fe in the 300-450 K range with different grain 
sizes and interfaces disorder degree. Activation energies of the thermally activated anelastic and 
plastic mechanisms responsible for the mechanical behavior have been evaluated. 

INTRODUCTION 

In the study of the mechanical properties of metals an important role is attributed to the 
grain size (d), which can play a hardening or softening role [1]. As is well known since many 
years, in coarse grained materials, a grain size decrease down to the micrometer range is 
accompanied by a hardness increase, phenomenologically described according to the well known 
Hall-Petch relation, predicting a d~'2 dependence in the hardness or flow stress. Further, fine 
grained materials may exhibit diffusional creep or in some cases superplastic behavior at 
sufficiently high homologous temperatures, due to the increased volume fraction of the 
disordered interfaces, acting as a short circuit path for diffusion [2]. Entering the nanometer 
regime (10-102 nm) it is expected, as observed for other physical properties, that the approach of 
microstructural features, such as the grain size, to some physical length scale, may result in size 
effects on plasticity and creep behavior [2,3,4]. Recent theoretical predictions obtained by 
computer simulations [5,6] indicate that dislocation dynamics is strongly reduced below a critical 
grain size of about 10 nm. The volume fraction of intercrystalline regions increases considerably 
in nanocrystalline (n-) metals and therefore it is expected that the overall mechanical behavior, in 
particular the ductility and grain boundary sliding and migration, are modified compared to the 
coarse grained counterparts. Moreover also the structure of the interfaces in the n-regime may be 
different and thus modify the mechanical properties, as generally observed in polycrystalline 
metals where the grain boundary degree of order strongly affects the grain boundary anelastic 
relaxation. In n-metals the detailed structural configuration of the interfaces is still a matter of 
debate. Up to now, experimental and theoretical works have not yet provided a unified picture of 
the nature and degree of order of the interfaces [7,8,9]. 

In experimental investigations of the mechanical behavior of n-metals the sample 
imperfection strongly influences the results. Extrinsic structural features such as porosity and 
surface flaws, may lead to inaccurate results in measurements of elastic modulus and ductility in 
stress vs. strain or creep tests [10]. These difficulties arc frequently encountered when studying 
n-metals prepared by a two-step procedure, including consolidation of the powdered products as 
a final processing step, as in n-powders obtained by mechanical attrition (MA) or n-particles 
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produced by inert gas condensation (IGC) techniques. Moreover the generally obtained small 
sizes of n-metal samples require the use, for tensile testing, of specially designed microtensile 
machines and very accurately prepared samples [11]. 

An alternative approach to investigate the mechanical behavior, which has been widely 
employed in studying polycrystallinc samples, is by mechanical spectroscopy. Mechanical 
spectroscopy is a highly structure sensitive technique, intrinsically non destructive [12]. The 
mechanical properties are investigated by employing quasi-static or dynamic measurements in a 
low strain range (typically £ = 10"5-10"^) at the breakdown of Hooke's law. Information can be 
obtained on the elementary mechanisms at the basis of the deformation processes involving 
general interfaces, grain boundaries, and dislocations. In the present research, measurements of 
creep and creep recovery functions and of elastic energy dissipation coefficient, were employed 
to evaluate specific parameters characterizing the deformation behavior of n-nickel and iron 
prepared by MA and IGC. 

MECHANICAL SPECTROSCOPY 

Anelasticity 

The physical basis of anelastic behavior is the following: after application of a stress cr(or a 
strain e), the sample achieves thermodynamic equilibrium via a relaxation process that is 
characterized by a (distribution of) relaxation time(s) z. The equilibrium relation between stress 
and strain is unique and the sample relaxes towards the initial state upon unloading. In a quasi- 
static measurement, the stress (or strain) undergoes a step-like change. Afterwards, the strain (or 
stress) relaxes and it approaches some equilibrium value. In creep experiments, described later, a 
constant stress 00 is applied to the sample at time /=0 and is maintained for />0, while the 
variation of the strain ät) as a function of time is monitored and recorded. 

Assuming a relaxation process that depends on a single relaxation time, the creep 
compliance is given by: 

/(/) = £0) lc0=Ju+ Jm (0 = Ju + &V - exPH IT)] (1) 

where Ju and J„„(/) represent the unrelaxed elastic and the time-dependent anelastic 
response, respectively. For t » z, J„„0) approaches the equilibrium value &J. Upon unloading 
after a load time tioa<>, the sample undergoes a sudden strain decrease and eventually approaches 
zero strain as described by the creep recovery compliance: 

Jrcc (0 = ^ ~ exPHw ' r)] exp(-(/ - t,aad )lz) (2) 

The anelastic behavior exhibited by real materials most often involves a distribution of 

relaxation times X(lnr), with j A"(In z)d(\n z) = &) . Equations 1-2 then transform to: 

JO) = J[,+ I XQn T)[1 - exp(-/ / r)]</(ln z) (3) 
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Jrec (/) = jXQn T)[l - exp(-?w / r)] exp(-? / r)d(\n t) (4) 

In creep experiments, the loading compliance generally comprises a plastic component. For 
this reason, it is preferable to determine X(\m) from the recovery compliance. In the hypothesis 
of a smooth distribution of relaxation times, X(lnr) can be approximated by [12]: 

X(T) = -(dJrec ld\nt)/(l-exp(-tload /r))t=I (5) 

The purely anelastic compliance can thus be reconstructed combining equations 3 and 5, and 
subtracted from the total experimental creep to obtain the plastic response. 

In most cases, the relaxation process is thermally activated, i.e. T = T0e\p(H lkBT). If the 

distribution of relaxation times arises mainly from a distribution of pre-exponential factors tö 
rather than of energy barriers, then the effective activation energy of the anelastic creep can be 
determined from the time shift between Ja„ curves measured at different temperatures: 

H = kB{dhit/dT-%n=const (6) 

where t is the creep time necessary to attain a fixed value of the anelastic response Jm. 
In a dynamic measurement, the applied stress is oscillating with time, i.e., a = a0 exp(icot), 

where co is the angular velocity. Due to the relaxation process, a phase shift between stress and 
strain occurs. This shift is usually represented by a complex mechanical susceptibility, or 
compliance, f = J\-iJi = el O.J\ and J2, known as the storage and loss compliance, give the in- 
phase and out-of-phase strain, respectively. The ratio J^J\ represents the elastic energy 
dissipation of the material, and is commonly known as internal friction, specific damping factor, 
or simply Q'\ For a single-time process, Q assumes the form of a Debye peak: 

Q~l =J2IJS =Am/(l + 0)2T2) (7) 

where the relaxation strength A is equal to SJ/Ju- The temperature-dependence of the 
internal friction is contained in the Arrhenius relation for the relaxation time. 

In addition to specific relaxation peaks, the internal friction in polycrystalline metals 
generally exhibits a so-called background damping, which increases monotonically with 
increasing temperature and can be described by the equation: 

Ö"' ={Alm")eM-nHbglkBT) (8) 

where A is a constant and n < 1 a correction factor which arises from the presence of a 
distribution of relaxation times [13]. The true activation energy Hhg must be evaluated from the 
temperature shift between g"1 curves measured at different frequencies: 

Hbg=-kB($\n(oldT-%-i (9) 

The correction factor n is then calculated by comparison with the slope of the background, 

i.e., [Mn(Q-])/dT-]]0>=-nHhg/kB. 
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Microplasticity 

The steady-state plastic creep rate is adequately expressed by the well-known 
phenomenological equation: 

e = Ba'"d'pexp(-Qc/kBT) (10) 

where B is a material constant. The grain size dependence is given by the exponent p (with 
p=2,3 for creep controlled by volume and grain boundary diffusion, respectively). The stress 
exponent m and the creep activation energy Qc can be determined performing stepped changes of 
stress and temperature, respectively, once the material has attained a nearly constant strain rate. 

EXPERIMENTAL 

Nanocrystalline Fe and Ni samples were prepared by MA, using a planetary ball milling 
device working in high-vacuum conditions [14]. The oxygen content of these samples was below 
the detection threshold (0.5 at.%) of x-ray energy dispersive analysis in the electron microscope 
using a windowless detector [15]. Recent studies of the magnetic properties also showed no 
evidence for the presence of atomic oxygen or oxides in these samples [16]. Some measurements 
were also performed on Ni samples prepared by IGC. The oxygen content of these samples is 
higher, about 5 at.%, as generally found in materials prepared by IGC [17], No metallic 
impurities were detected in both MA and IGC samples. Bar-shaped samples for mechanical 
spectroscopy measurements were obtained by powder consolidation at room temperature under a 
pressure of 2 GPa. The sample density was evaluated by Archimedes' method. X-ray 
diffractometry was performed with a Rigaku DMAX-IIIC using Cu-Koc radiation and a graphite 
monochromator in the diffracted beam. The volume-weighted average grain size d and root- 
mean-square microstrain (e2)"2 were determined by Warren-Averbach analysis of the x-ray 
diffraction profiles. The results of x-ray analysis are in agreement with transmission electron 
microscopy observations. The root-mean square deviation in the grain size distribution is about 
50% of the average value. 

Table I. Synthesis technique, volume-weighted average grain size d, root-mean square strain (e2)"2 

(calculated at a length L - dll) and mass density p/p,i, (referred to the theoretical bulk density) of the as- 
prepared n-Fe and n-Ni samples. 

Sample Synthesis (/ (urn) {i)m (io-3) plp,i, (%) 

Fe-MA Milling (60 h) 14 ±2 3.0 ±0.3 92-94 

Fe-MA10 Milling (10 h) 28 ±3 1.610.2 92-94 

Ni-MA Milling (60 h) 15 ±2 3.0 ±0.3 92-95 

Ni-MAa Milling (60 h) 17 + 2 2.1 ±0.2 92-95 

Ni-IGC IGC 10 + 2 2.0±0.2 «85 

a) Annealed for 2 hours at 473 K and creep-tested at T < 450 K. 
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Figure 1. X-ray diffraction profiles ofNi-MA, both as-prepared and annealed. 

For the measurements of the QA vs. temperature, we made use of three apparatuses: (i) a 
Dynamic Mechanical Analyzer (DMA), working in forced flexural vibrations in the single- 
cantilever mode, in the 0.01 - 200 Hz frequency range; (ii) a torsion pendulum and (iii) a 
vibrating reed equipment working in resonance conditions, in the range of frequencies of 1-30 
Hz and 0.1-10 kHz, respectively. The creep experiments were performed under isothermal 
conditions with the DMA, in the flexural mode. 

RESULTS AND DISCUSSION 

Dynamic tests 

All the mechanical spectroscopy measurements reported in the following have been 
performed on samples previously submitted to in situ thermal annealing above the testing 
temperature. At sufficiently low annealing temperatures, the grain size is practically unchanged. 

30 

o  20 -10 

O) 10 

0 

A   un-milled Fe-MA10 Fe-MA, 

700 300      400      500      600 

r(K) 
Figure 2. Internal friction Q~' after a first run up to 670 K in un-milled Fe, Fe-MA10 and Fe-MA. 
Frequency: 3 Hz. The inset shows the same data in logarithmic vs. reciprocal scale. 
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l/rcio'K ') 
Figure 3. Internal friction Q'1 in Ni-MA measured at different frequencies in the 0.04 - 25 Hz range after 
lh annealing at 573 K. 

Figure 1 shows the x-ray diffraction profiles of Ni-MA, both as-prepared and creep-tested at 
T<450 K after 2 h annealing at 473 K. From the Warren-Averbach analysis (table I), no 
appreciable grain growth is detected, while the microstrain decreases significantly. The pre- 
annealing procedure is necessary to measure mechanical properties in a relatively stable state, 
avoiding spurious effects due to healing of the internal stresses accompanied by structural 
relaxation [18]. 

The elastic energy dissipation measurements performed in the dynamic regime (0.04-1000 
Hz), are strongly sensitive to the microstructure. In particular, for both Fe [19] and Ni [14] the 
background damping is higher for n-samples than for coarse-grained samples. This is 
exemplified for Fc in figure 2 over an extended temperature range. The underlying relaxation 
processes can be investigated by measuring the elastic energy dissipation at different 
frequencies, as exemplified for Ni-MA in figure 3. In the case of n-Ni, a relaxation peak already 
discussed elsewhere [14] is superposed to the background damping. From the shift between the 
background curves, an activation energy H^ spanning the ranges reported in table II is 
determined according to equation 9. These values are within those reported for grain boundary 
diffusion (table II). The value of the factor «, close to 0.2, is similar to those reported for the high 
temperature behavior of pure metals and reflects a background damping of anclastic character 
[20]. 

Such values of n much less than 1 are typical of a wide distribution of relaxation times 
arising from a distributed configuration of crystalline defects. In the case of coarse-grained 
polycrystalline metals, a distribution of dislocation link lengths within the grains is present, and 
the activation energies Hbg correspond to those for dislocation cross-slip or climb. Such values, 
close to those for lattice self-diffusion, arc significantly higher than the ones reported in the 
present study (table II). In n-metals, the experimental available evidence suggests that 
dislocations are rarely present and scarcely mobile [21], This fact and the low values of HhK 

suggest that interface sliding mechanisms are responsible for the enhanced damping in n-metals 
where a high volume fraction is occupied by disordered interfaces. It is difficult to assess if the 
distribution in grain sizes affects the nature and structure of the interfaces and therefore 
contributes to the spectrum of relaxation times. 
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Table II. Activation energy Hbs and correction factor n of background damping, and activation energy of 
plastic creep Qc in different nanocrystalline samples. Literature values of the activation energies for 
lattice (gf) and grain boundary (QßB) diffusion in coarse-grained Fe and Ni are also reported. 

Sample fli,(eV) n Qc (eV> ßf (eV) QGB (eV) 
Fe-MA 

Ni-MA 

Ni-IGC 

1.4-1.8 

1.1-1.4 

= 0.2 

«0.2 1.3-1.5 

= 1.3 

2.5 [22] 

3.0 [24] 

1.4-1.9 [23] 

1.15-1.35 [25] 

Quasi-static tests 

In polycrystalline metals, different mechanisms contribute to the creep behavior, strongly 
depending on structure, stress and temperature: non-conservative dislocation motion, volume 
diffusion (Nabarro-Herring creep) and grain boundary diffusion (Coble creep). The grain size is 
an important structural parameter, a d' or d "3 dependence of the creep rate being predicted for 
Nabarro-Herring and Coble creep, respectively. In n-metals, several phenomenological models 
have been proposed to explain plastic deformation without dislocation activity: grain boundary 
sliding [26], Coble creep [27], and grain boundary shearing [28]. A typical creep test including 
the creep recovery stage is reported in figure 4. 

In all present experiments, the strain developed on loading is not completely recovered. This 
result indicates that an irreversible (plastic) strain develops during creep, in the entire stress 
range (10-150 MPa) investigated. This permanent strain can be evaluated according to the 
procedure illustrated in figure 4 using equations 3 and 5, i.e., subtracting from the experimental 
creep curve the anelastic component calculated from the recovery curve. With increasing time, 
the plastic strain rate overwhelms the anelastic one (figure 4). 

The anelastic creep strain is strongly dependent on temperature (figure 5) in agreement with 
the results of dynamic measurements. From equation 6, activation energy values similar to those 
of Hbg are determined. This fact indicates that the same processes are effective in static and 
dynamic anelastic behavior, as expected. Figure 6 also shows that, in the stress range explored, 
the anelastic creep strain depends linearly on stress. 

"ÖCT 
0.12 

0.10 

0.08J» 
0.04 

0.02 

0.00 k 

20 40 
/ (103 s) 

60 

Figure 4. Creep and creep recovery (initial part) in Ni-MA. T=433K, G=7& MPa. Continuous line: 
modeling of the recovery based on equations 4-5. Dashed line: anelastic strain reconstructed from creep 
recovery (equations 3, 5). Dotted line: plastic strain (difference between total and anelastic strain). 
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Figure 5. Temperature dependence of 
the anelastic creep compliance in Ni- 
MA. a=112MPa 

Figure 6. Stress dependence of the recovery 
compliance in Ni-MA. T—353 K. 

Turning to the plastic strain, it is observed that its strain rate decreases continuously with 
time. In agreement with results on n-Cu and n-Pd [29], a true stationary creep state is not attained 
in the time-temperature domain investigated (/ < 8x104 s, T < 450 K). This may indicate that 
small structural modifications induced by the plastic deformation and/or by the measuring 
temperature are continuing. Moreover, mainly due to the low testing temperatures which were 
selected to avoid grain growth (T < 0.25 Tm), the strain rates are very low («10* s" ). In 
agreement with ref. 29, the enhanced creep rate predicted by extrapolating the Coble creep 
equation to the n-regime is not observed. As an attempt to determine the effective activation 
energy Qc and stress exponent m, we have performed stepped changes of temperature and stress 
after a prolonged loading time, so that the anelastic strain rate becomes negligible (figures 7-9). 
The quasi-stationary strain rates corresponding to different tcmpcraturc/strcss conditions arc 
extrapolated to the time instant when the abrupt change in temperature/stress is imposed to the 
sample. This procedure is needed in order to eliminate the effects of structural variations on the 
evaluation of Qc and m. 

_413Ki21i<i13j<—"ilSK 
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0 40     80     120    160   200 
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Figure 7. Determination of the effective activation energy- of creep in Ni-MA by stepped temperature 
changes. The temperature history is schematized in the bottom, a = 84 MPa. 
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Figure S. Determination of the effective activation energy of creep in Ni-IGC by stepped temperature 
changes. The temperature history is schematized in the bottom. G= 55 MPa. 

The evaluation of gc from upwards and downwards temperature jumps yield consistent 
results. The Qc values, reported in table II, are similar to those for grain boundary diffusion for 
both Ni-MA and Ni-IGC. Preliminary measurements to determine m (figure 9) in Ni-MA 
samples yield quite high values in the m=5-7 range. 

The similarity of the activation energies for plastic creep, anelastic creep and exponential 
background damping, all close to the values for grain boundary diffusion, strongly suggests that 
the elementary mechanisms at the basis of these deformation processes are similar and involve 
atomic jumps in the interfacial regions. The measurements on different samples are highly 
reproducible and do not exhibit any dependence on the actual sample density in the range 
investigated (see table I). On these grounds it seems that the presence of some internal porosity 
resulting from incomplete densification, which strongly affects high-stress mechanical tests as 
reported by several authors [30], does not significantly influence the present results obtained in 
low strain regime. 
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Figure 9. Determination of the stress exponent m in-Ni-MA by stepped stress changes. The stress history 
is schematized in the bottom. T=353 K. 
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CONCLUSIONS 

We have measured the anelastic and (micro)plastic behavior of n-Ni and n-Fe samples 
prepared by MA and 1GC and submitted to appropriate annealing treatments which stabilize the 
nanostructure without extensive grain growth. The microstructure stabilization is accompanied 
by a significant reduction of the internal strains. 

Dynamic measures show an exponential background damping which increases by 
decreasing the grain size. From its frequency dependence an average activation energy 
corresponding to the one for grain boundary diffusion both in Ni and Fc was obtained. This 
enhanced damping is attributed to interface sliding mechanisms. 

The creep measurements reveal an important anelastic strain component, linearly dependent 
on stress and thermally activated, with an activation energy similar to the one deduced from 
dynamic measurements. A plastic component is also detected, whose magnitude encompasses 
the anelastic one with increasing time. Its strain rate decreases with time without reaching a 
stationary state, and is lower than predicted by extrapolation of the Coble creep equation to n- 
materials. No significant differences were observed in creep measurements performed on Ni 
samples prepared by MA and IGC. The plastic creep is characterized by an activation energy 
similar to those reported for grain boundary diffusion. This value, coupled to the quite high stress 
exponent, m= 5-7 in Ni-MA samples, makes it difficult to explain the plastic creep on the basis 
of simple mechanisms. As a matter of fact, our results point to an important role played by the 
interfaces in determining the inelastic behavior of n-metals. Further measurements in a wider 
temperature and grain size range arc presently underway. 

Mechanical spectroscopy is a very effective tool to investigate n-metals in order to gain 
insight into the mechanisms at the basis of inelastic behavior and to complement the information 
provided by other experimental techniques and computer simulations. 
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ABSTRACT 

Using the dislocation model of strain anisotropy in X-ray diffraction peak profile analysis it is 
shown that in nanocrystalline copper produced by inert gas condensation dislocations are 
present, at least, down to average grain sizes of the order of 20 nm. Based on the analysis of the 
dislocation contrast factors it is suggested that with decreasing grain size the proportion of 
Lomer-Cottrell type dislocations increases. 

INTRODUCTION 

The existence and type of dislocations in bulk nanocrystalline metals is still under debate 
[1-3]. High resolution electron microscopy indicates the presence of dislocations in the grain 
boundary regions, while the grain interior regions become clear of dislocations with decreasing 
grain size [4]. Using the method of X-ray diffracion peak profile analysis it was shown earlier 
that nanocrystalline copper produced by inert gas condensation does contain dislocations [5]. 
The previously used interpretation of X-ray data has been further developed and refined [6,7]. In 
the present work a series of copper specimens produced by inert gas condensation and deformed 
in some cases either by tension or compression will be analysed for the grain size, the grain size- 
distribution, the dislocation densities and the type of dislocations. Instead of the earlier suggested 
screw type it is found that as the grain size decreases the proportion of Lomer-Cottrell 
dislocations increases. 

The evaluation of broadened X-ray diffraction peak profiles is based on the dislocation 
model of strain anisotropy [5]. This means that neither the FWHM (full width at half maximum) 
nor the integral breadth nor the Fourier coefficients of diffraction profiles are monotonous 
functions of the diffraction vector. A procedure has been developed to determine the crystallite 
size-distribution function and the dislocation structure in terms of the median and variance of a 
log-normal size-distribution and the density, the arrangement and the character (edge or screw 
type) of dislocations [6-8]. The FWHM, the integral breadths and the Fourier coefficients are 
analysed in terms of the modified Williamson-Hall and Warren-Averbach procedures. 

EVALUATION OF X-RAY DIFFRACTION EXPERIMENTS 

The Fourier transform of diffraction peak profiles can be written in the form of the Warren- 
Averbach equation [9]: 

In A(L) = In AL
S - 2v^L2g2 <eg,L

2> , (1) 
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where A(L) are the absolute values of the Fourier coefficients of the physical profiles, Ai arc the 
size Fourier coefficients, g is the absolute value of the diffraction vector and <eg./.2> is the mean 
square strain in theg direction. L is the Fourier length, Z,=na3 [6], where a^X/2(sinQ2-sinQi), n 
are integers starting from zero, X is the wavelength of X-rays and (02-6,) is the angular range of 
the measured diffraction profile. In a dislocated crystal, for small L values, <£gi

2> can be given 
as [10,11]: 

<ei,,,2> = {pCb2/47t)ln(RJL), (2) 

where p, b and /?c. are the density, the modulus of Burgers vector and the effective outer cut-off 
radius of dislocations, respectively. Peak broadening caused by dislocations depends on the 
relative orientations between the Burgers and line vectors of dislocations and the diffraction 
vector, b, I and g, respectively. This effect is taken into account by the dislocation contrast 
factors C [6,7,10-13]. In a texture free polycrystal or if the Burgers vector population on the 
different slip systems is random the C factors can be averaged over the permutations of the hkl 
indices [6]: 

C = Cm(\-qH2), (3) 

where Cmo are the average dislocation contrast factors for the hOO reflections, H2=(h2k2+ h2l2+ 
krl )l{h +k +1) and q is a parameters depending on the elastic constants of the crystal and on the 
edge or screw character of the dislocations [7]. 

AK = 0.91 D + a' (KCmf + 0(KCmf , (4) 

where K=2sin(Q)/X, AK=2cos(Q)(AQ)/X, D is the apparent size parameter corresponding to the 
FWHM. It is obtained by extrapolation to A>=0 in the usual manner. O stands for higher order 
terms not interpreted here [14]. A similar equation can be given for the integral breadths and the 
corresponding apparent size parameter is denoted by d [8]. The modified Warrcn-Averbach 
equation is [5]: 

lo4(L) = ln^s(L) - pBL2ln(Re/L) (K2C) + 0(fCC2), (5) 

where B=7tb 12 and O stands for higher order terms, cf [14]. The size parameter corresponding to 
the Fourier coefficients, denoted by Lt>, is obtained from the size Fourier coefficients As as 
described by Warren [9]. d and L0 give the volume- and area-weighted mean column length, 
respectively [15,16]. A simple and pragmatic method has recently been developed to obtain the 
median and the variance, m and a, of a log-normal size distribution of crystallites from the three 
apparent size parameters, D, d and L0 [8]. For spherical crystallites with log-normal size 
distribution the area-, volume- and arithmetically-weighted mean crystallite sizes <x> are [15]: 
<x>arca=wexp(2.5c32), <x>TOi=/nexp(3.5o2) and <x>ariiiim='"exp(0.5ö2), respectively. 

Bl.7.2 



EXPERIMENTAL 

Six different specimens are investigated: five specimens are bulk nanocrystalline copper 
prepared by inert gas condensation and hot compaction at Argonne National Laboratory [17]: O2, 
P2 and N2 in the as-prepared state and P2 and N2 after tensile and compression tests. The sixth 
specimen, denoted as V, has been prepared by equal channel angular compression (ECA) [18]. 
O2 was measured twice: once after mechanical polishing and a second time after additional 
chemical etching. P2 and N2 were measured in the as-prepared state soon after synthesis and 
again after natural ageing at room temperature (RT) for about 9 months. P2 and N2 were 
measured also after tensile and compression tests, respectively. The mechanically tested P2 and 
N2 specimens were also measured in a second run after natural ageing RT. After ageing at RT, 
grain growth and/or recovery has been observed, especially in the undeformed P2 and N2 
specimens. All different states of the specimens are listed in Table 1. The X-ray diffraction 
experiments were carried out by a special double crystal diffractometer with negligible 
instrumental peak broadening using a Nonius FR 591 Cu or Co rotating anode. More details are 
found in [9], 

RESULTS AND DISCUSSION 

The FWHM of a bulk nanocrystalline (O2) and the ECA pressed (V) specimens (la,b and 6 in 
Table 1.) are shown in the conventional Williamson-Hall plot [19] in Fig.l. The non-monotonous 
increase of the FWHM with K indicates strain anisotropy. The same data are shown in the 
modified Williamson-Hall plot according to eq. (4) in Fig. 2. The best fitting q values according 
to eq. (3) are indicated in the figure. In the case of the bulk nanocrystalline specimen (open 
circles and squares) stacking faults were also taken into account, as in [5]. The very different q 
values are in accordance with the very different strain anisotropy visualized qualitatively by the 
horizontal solid and slanted dashed lines in Fig. 1. passing through the FWHM of the 200, 220 
and 222 reflections, respectively. From the three apparent size parameters, D, d and £0, obtained 
by using eqs. (4) and (5) for the FWHM, the integral breadths and the Fourier coefficients of 
profiles, the median and the variance, m and 0; of the log-normal crystallite size-distribution 
have been determined. The values of q, (X m and <x>voi for the investigated specimens are given 
in Table 1. Typical errors of the data are indicated in a few cases. The m and <x>voi values show 
that RT exposure of some of the samples for a period of about 9 months led to increase in the 
mean grain size. The increase of the variance in the same cases indicate the widening of size 
distribution and a heterogeneous grain growth. TEM grain size measurements of the same 
specimens are in good correlation with the present results [20]. 

The q parameter [see eq. (3)] is plotted us. the arithmetic average crystallite size <x>a,uhm 

in Fig. 3. The TEM grain size measurements of the same specimens [20] have shown that the X- 
ray and TEM results are in closer agreement for finer grain size. In the following the finer grain 
size region will be discussed therefore the term grain will be used instead of crystallite. In the 
figure it can be seen that as the grain size decreases the value of q increases. The line through the 
measured data is to guide the eye and the vertical line at 200 nm is a typical error bar. The values 
of q were calculated numerically as a function of the elastic anisotropy Az=2c44/(cn-ci2), where 
c,y are the elastic constants of the crystal, for Burgers vectors: b=al2<\ 10>, 6=a/2<l 11> and 
ft=a/2<100> in cubic crystals. For b=all<\ 10> edge or screw dislocations, the q values are 
plotted vs. Az in Fig. 4. In the case of edge dislocations they depend slightly on the ratio C12/C44. 
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For copper Az=3.21. The vertical line in the figure shows that for dislocations with these Burgers 
vectors the q parameter values in copper vary between 1.68 and 2.37. For dislocations with 
Burgers vectors b=al2<\ 11> this range is between 1.60 and 2.68 [7]. 

Next the q values of <100> type dipoles will be evaluated. The displacement field between 
the two dislocations of a dipole is homogeneous. For homogeneous strain </i,om is: 

qim , — 3 - [(Exx+£yy+6/.z) +4(£xy +£yy +£/x )]/(£xx +£yy +£■//. ) 5 (6) 
where e-,j is the strain tensor. Assuming that the dislocation lines are in the z direction in a 
cartesian coordinate system the strain tensors for the two possible dipole configurations 
perpendicular to each other are: (i) £xx= -eyy=(\+v)b/S; z„ =0 or (ii) zxx=vb/3, £i7~b/S; 
ZZz=vb/ö, where v is Poisson's ratio and Sis the separation of the dipoles. Poisson's ratio for the 
<100> direction in copper is: V=0.42 [21]. Using cq. (6) it can be shown that for the two dipole 
configurations: (i) ghom=3 and (ii) gi,„m=2.981. In both cases, the q values for the <100> type 
dipoles are practically 3. 

On the basis of the above considerations the following mechanism is suggested for the 
increase of the q parameter with decreasing grain size. The <100> type dipoles consist of Lomer- 
Cottrcll sessile locks which arc well known to be present in the dislocation structure in copper. 
As long as the average grain size is above a certain limit the overwhelming fraction of the 
dislocation density is of the usual dislocations with Burgers vectors b=al2<\ 10>. In this case the 
value of g is in the range corresponding to these dislocations, since the few Lomer-Cottrell locks 
do not contribute much to this average value. As, however, the grain size decreases, the <110> 
type mobile dislocations move to the grain boundaries where they annihilate by the usual 
mechanisms. The sessile Lomer-Cottrell locks can more successfully survive this annihilation 
mechanism. As a result the fraction of the Lomer-Cottrell locks in the total dislocation density 
increases with decreasing grain size. The increase of the q value with decreasing grain size 
indicates the increase of the volume fraction of Lomer-Cottrell locks in the entire dislocation 
structure. The model still has to be verified by TEM investigations. 

Table 1. The values of q, O, m and <x>voi for the different specimens (<x>voi is the volume 
averaged particle size) 

Specimen 1 a m [nm] <X>vol 

[nm] 
la. O2, mechanical polish 2.69+0.1 0.7+0.02 6.6+0.2 29 
lb. 02, +chemical etching 2.61 0.7 6.6 29 

2a. P2, as-received 2.13 0.62 22 68 
2b. P2, undeformed +9 m at RT 2.0 1.15 5.2+0.5 207 

3a. N2, as-received 
3b. N2, undeformed +9 m at RT 

2.1 
2.1 

0.64 
0.84 

22 
9.5±0.5 

77 
87 

4a. P2, tensile deformed 2.47 0.58 17 45 
4b. P2, tensile deformed +9 m at RT 2.34 0.73 9.8 49 

5a. N2, compression deformed 2.3 0.69 13.5 59 
5b. N2, compression deformed 

+ 9 m at RT 
1.9 0.79 13.5 87 

6. V, deformed by ECA 1.96 1.06 11.8 307 



CONCLUSIONS 

Based on X-ray diffraction peak profile analysis of nanocrystalline and submicron grain size 
copper specimens it is suggested that with decresing grain size the surviving type of dislocations 
are most probably the <100> type Lomer-Cottrell locks. 
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Figure 1. Conventional Williamson-Hall plot 
of the FWHM of a bulk nanocrystalline (Oj, 
open circles after polishing, open squares after 
additional chemical etching) and the EC A 
pressed (V, open triangles) specimens. The 
horizontal solid- and slanted dashed lines go 
through the FWHM of the 200, 220 and 222 
reflections, respectively. 

Figure 2. The same data as in Fig. 1. plotted in 
the modified Williamson-Hall plot. The best 
fitted q values in cq. (3) arc indicated in the 
figure. The solid lines are the best fitted cunvs 
according to eq. (4). 
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Figure 3. The experimentally determined q 
values vs. the volume averaged crystallite size. 
The symbols according to Table 1. are: open 
circle and diamond: la, lb; open tip-triangle: 
2a, 3a, 4a, 5a; open square: 2b, 3b, 4b, 5b; 
open down-triangle: 6. S, S/E and E stand for 
screw, screw/edge and edge dislocations, 
respectively. 

Figure 4. The variation of the q parameter 
[see eq. (3)] as a function of the elastic 
anisotropy (or the Zener constant) Az in an fee 
crystal for dislocations with b=a/2<110> 
Burgers vectors [7J. 
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ABSTRACT 

Nanocrystalline Inconel 625 alloy, with a uniform distribution of grains, was 
synthesized using cryogenic mechanical milling. Microstructures of the powder, 
cryomilled for different times, were investigated using transmission electron microscopy 
(TEM), scanning electron microscopy (SEM) and X-ray diffraction (XRD). The results 
indicated that both the average powder particle size and average grain size approached 
constant values as cryomilling time increased to 8 hours. The TEM observations 
indicated that grains in the cryomilled powder were deformed into elongated grains with 
a high density of deformation faults, and then fractured via cyclic impact loading in 
random directions. The fractured fragments from the elongated coarse grains formed 
nanoscale grains. The occurrence of the elongated grains, from development to 
disappearance during intermediate stages of milling, suggested that repeated strain 
fatigue and fracture caused by the cyclic impact loading in random directions, and cold 
welding were responsible for the formation of a nanocrystalline structure. 

1.        INTRODUCTION 

J. Benjamin and his colleagues stated that the mechanical milling/alloying involves 
repeated welding, fracturing and re-welding of powder particles under a highly energetic 
ball charge [1-3]. In terms of milling mechanisms, however, Benjamin and his co- 
workers primarily studied inter-particle behavior, whereas the issue of grain size 
evolution was not addressed [1-3]. The formation of a nanocrystalline structure is 
thought to evolve from the development of dislocation cell structures within shear bands 
[4]. Plastic deformation leads to the formation of dislocation cell within shear bands, 
then dislocation cells transform into low-angle grain boundaries, and finally form 
nanocrystalline grains surrounded by high-angle grain boundaries via grain rotation [4-6]. 
In such a dislocation cell mechanism, the contribution of the fracture and welding 
processes in the powder particles to the formation of a nanocrystalline structure has 
heretofore never been studied. It is anticipated that the welded fragments of the original 
coarse grains should form new grains, although Benjamin and his co-workers did not 
explicitly demonstrate the relationship between the repeated fracturing-welding process 
and the refinement of grains. 

In view of the above findings, the primary objective of the present investigation is 
to perform structural evaluation of cryomilled materials. Particular attention is paid to 
enhancing our understanding of the mechanisms that govern the evolution of 
microstructure in the cryomilled powder during distinct milling stages. 
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2. EXPERIMENTAL PROCEDURE 

Commercially available gas atomized Inconel 625 (Diamalloy 1005 AMDRY 625) 
powder were mechanically cryomilled in a attritor at a rate of 180 rpm up to 20 hours. 
The ball to powder mass ratio used was 20:1, and a liquid nitrogen medium was 
continuously introduced into the tank during the milling. XRD measurements were 
performed using Mo Ka (^.=0.07093 nm) radiation in a Siemens D5000 diffractometer. 
A low scanning rate of 0.12 degrees/min. was used to guarantee the accuracy of the 
measurements. SEM observations were performed on a Philips XL 30 microscope. TEM 
studies were conducted on a Philips CM microscope operated at 200 keV. 

3. RESULTS AND DISCUSSION 

Fig. 1(a) shows the morphology of the as-received powders. The powder particles 
showed a spherical morphology and the particle size varied significantly from a few 
micrometers to approximately 60 micrometers. Fig. 1(b) through (d) shows the changes 
in the powder morphology after cryomilling for 8, 16 and 20 hours, respectively. With an 
increase of cryomilling time, the majority of powder particles changed from spheres to 
disk-shaped particles. The average particle size increases with milling time from the 
original 42 ujn and approaching a maximum value of 84 urn. XRD spectra of the 
powders for different milling times are shown in Fig. 2. The as-received Inconel 625 
powder is a single-phase Ni-base solution with a fee crystal structure. To illustrate change 
in the sharpness/width of XRD reflections visually, Koc2 peaks arc included in the spectra 
shown in Fig. 2 although the effects of Koto were corrected in the calculation of grain 
size. With increasing milling time, XRD peaks broaden and decrease drastically. Peaks 
originated from K0C2 arc clearly visible in the spectrum of the as-rcccivcd powder, but not 
in the cryomilled powders because the broadening of the reflections caused by 
cryomilling. The grain sizes of the milled powders following different milling times 
were determined on the basis of the Schcrrcr equation [7]. With an increase in 
cryomilling time, grain size decreased and approached a constant value of 14 nm after 16 
hours. 

Fig. 3 reveals a cross-section SEM image of the as-received powder. The cquiaxed 
grains possess an average grain size of 2.71 u.m. Fig. 4 shows a typical TEM image of 
the Inconel 625 powder cryomilled for 4 hours. Grains are not clearly visible in the 
powder; however, the presence of significant difference in contrast is observable. The 
dimension of the Moire fringes indicates grains size of approximately 30 nm although the 
grain boundaries are not visible. Fig. 5 (a) and (b) show a region with the darkest 
contrast, which usually reveals an elongated morphology with an average dimension of 0. 
15 (width) x 0.7 (length) (jm, in which a high density of deformed faults is present. The 
corresponding dark field image indicates that one the darkest regions is one elongated 
grain, in the case of Fig. 5(b), with a size of 0.13 x 0. 58 (im. Therefore, the powder 
cryomilled for 4 hours exhibits a mixed configuration of elongated coarse grains and 
nanoscale grains. These elongated grains containing a high density of deformation faults. 
The density of faults is too dense, as well as their small dimensions, to identify the nature 
of the faults. As cryomilling time increased, the dimension of the elongated grains 
decreased. Fig. 6 shows the elongated grains in the powder cryomilled for 6 hours. The 
average size of the elongated grains decreased to approximately 30 nm (width) x 120 nm 



(length). In addition, fractured fragments, with regular morphology, were widely 
observed in the powder following cryomilling for 6 hours. Fig. 7 shows the elongated 
grains that fractured into a few segments. As the cryomilling time was increased further, 
the elongated grains disappeared. Fig. 8 shows TEM bright field images of the powder 
cryomilled for 8 hours. Inserted selected area diffraction pattern (SAD) indicates {111}, 
{200}, {220}, {113} and {222} diffraction rings of a single phase fee structure from 
inside to outside; hence no new phases formed during cryomilling, consistent with the 
results of the XRD. 

During mechanical cryomilling, powder particles are repeatedly stressed by impact 
loading in a direction that changes randomly with increasing cryomilling time. Plastic 
deformation significantly occurred in powder particles as evident by the powder 
morphology shown in Fig. 1. Therefore, the random cycling loading and resultant strain, 
with an amplitude in the plastic deformation regime, is thought to promote random strain 
fatigue (or a random low-cycle fatigue) of the powder particles. In related studies, 
Plumtree and Pawlus [8] carefully examined the changes in microstructures in Al during 
strain fatigue. In this work the development of dislocation cells was stated as the primary 
characteristic of the deformed microstructure during strain fatigue. Dislocation cells 
formed at the onset of steady-state (corresponding 30 cycles) with thick and uncondensed 
walls. There was a high density of dislocations in the interior of the cells. As the number 
of cycles increased, the cells became more distinct, dislocations in the interior of the cells 
drastically decreased. At failure (11,300 cycles), a well-defined cell structure was 
observed, the cell walls were narrow and the interior of the cells contained very few 
dislocations. However, quantitative analysis of the dislocation cells, shown in Fig. 9, 
indicated that the cell size and misorientation between neighboring cells remained 
unchanged from the onset of steady-state to failure. The increase in strain amplitude from 
1.0% to 2.0% does not influence the misorientation value. These results imply that the 
development of dislocation cells during strain fatigue do not promote grain size 
refinement. It is possible that there is a significant difference in strain amplitude and 
number of cycles between conventional strain fatigue and mechanical milling, however, 
Koch [9] stated that the total strain, rather than milling energy or ball-powder-ball 
collision frequency, is responsible for determining the nanocrystalline grain size. 
Presumably, it is therefore that the strain amplitude and number of cycles are not crucial 
factors for the achievement of nanocrystalline structure under usual mechanical milling 
conditions. 

It is well that the strain fatigue leads to fracture of materials. Benjamin and his 
colleagues indicated that the repeatedly fracturing and cold welding of powder particles 
occur during mechanical milling [1-3]. As long as the fracturing occurs transgranularly 
(strain fatigue at room/low temperature always leads to transgranular fracture), the 
fracturing and cold welding are likely to refine grains because the welded fragments of 
original coarse grains should be new grains. The refinement model of fracturing and cold 
welding is consistent with the co-existence of the elongated coarse grains and nanoscale 
grains in the present Inconel 625 powder cryomilled for 4 hours. The larger fragments 
appear as elongated coarse grains and finer ones present as nanoscale grains. However, it 
is difficult to explain the occurrence of the elongated coarse grains on the basis of the 
dislocation cell model [4-6]. 
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Under the present cryomilling conditions, the powder particles first transform into 
disks from an initially spherical geometry. The radius of the ball is significantly larger 
than that of the powder particle (5 mm to 84 (im), therefore, the loads applied to powder 
particle are simplified as impact loads normal to the large faces of the disk powder 
particle. A compressive stress is normal to the large faces of the disk, and the tensile 
stress is parallel to the directions of disk radius, so the grains would be elongated along 
the direction of disk radius. 

4.        CONCLUSIONS 

Nanocrystalline Inconel 625 alloy with a uniform distribution of grains was 
synthesized using cryogenic mechanical milling. The primary results indicated that as 
cryomilling time increased, both the average powder particle size and average grain size 
approached constant values. During intermediate stages of cryomilling, grains in the 
powder were deformed into elongated grains with a high density of deformation faults, 
and then fractured by cycling impacting loading in random direction. The fractured 
fragments from the elongated coarse grains formed nanoscale grains. The evolution of 
the elongated grains from development to disappearance suggested that repeatedly strain 
fatigue fracturing caused by cycling impacting loading in random directions, and cold 
welding were responsible for the formation of a nanocrystalline structure. 
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(a) As-received powder; (b) Powder cryomilled for 8 hours; 

(c) Powder cryomilled for 16 hours; (d) Powder cryomilled for 20 hours. 

Fig. 1   Morphology of Inconel 625 powders. 

Fig. 2  X-ray diffraction spectra of Inconel 625 powders following different 
cryomilling time. 



Fig. 3  SEM micrograph indicating grains.     Fig. 4 A typical TEM image of Inconel 625 
powder cryomilled for 4 hours. 

100 nm    | 

(a) Bright field image; (b) Dark field image; 

Fig. 5  Elongated grains in Inconel 625 powder cryomilled for 4 hours. 
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Fig. 6  Elongated grains, with smaller dimension, in Inconel 625 powder following 
cryomilling of 6 hours. 
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(a) Bright field image; (b) Dark field image of (b), arrows 
indicate a fractured grain. 

Fig. 7  Elongated grains fracture into a few segments during cryomilling. 
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(a) Bright field image; (b) Magnification of (a). 

Fig. 8  Nanocrystalline Inconel 625 structure with uniform distribution of grain size. 
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Fig. 9 Size of dislocation cells and misorientation between neighboring during strain 
fatigue of Al [8], 
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CRYSTALLIZATION DURING PLASTIC DEFORMATION 
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ABSTRACT 

An NTP ensemble molecular dynamics simulation was carried out to investigate 
the mechanism of nano-sized crystallization during plastic deformation in an amorphous 
metal.    The atomic system used in this study was Ni single component.    The total 
number of Ni atoms was 1372.    The Morse type inter-atomic potential was employed. 
An amorphous model was prepared by a quenching process from the liquid state.    Pure 
shear stresses were applied to the amorphous model at a temperature of 50 K.    At 
applied stresses of less than 2.4GPa, a linear relation between shear stress and shear 
strain was observed.    However, at an applied shear stress of 2.8 GPa, the amorphous 
model started to deform significantly until shear strain reached to 0.78.    During this 
deformation process, phase transformation from amorphous into crystalline structure 
(fee) was observed.    Furthermore, an orientation relationship between shear directions 
and crystalline phase was obtained, that is, two shear directions are parallel to a (111) of 
the fee structure.    This crystallographic orientation relationship agreed well with our 
experimental result of Ni-P amorphous alloy.    Mechanisms of phase transformation 
from amorphous into crystalline structure were discussed. 

INTRODUCTION 

When a liquid metal is quenched below its melting temperature, it enters a super 
cooled state.    If the cooling rate is so high as to suppress the nucleation and growth of 
crystalline phases, a solid-state metal which has a random atomic structure is obtained. 
This is called an amorphous metal.    Amorphous metals are thermally non-equilibrium 
state, so that solid-state phase transformation from amorphous into nano-sized 
crystalline phase (crystallization) may occur not only by heat treatment but also by 
plastic deformation [1].    Many plastic deformation models of amorphous metal have 
been proposed [2-3], however these models cannot explain the mechanism of 
crystallization during plastic deformation. 

Molecular dynamics (MD) simulation is one of the most valuable tools to 
investigate the phenomena that are difficult to investigate experimentally.    In the field 
of amorphous metal, several researchers have simulated the crystallization by thermal 
diffusion [4-5].    However, no MD simulation has been performed focused on 
crystallization by plastic deformation.    The purpose of this study is to investigate the 
crystallization process during plastic deformation using a molecular dynamics 
simulation.    Furthermore, the result of simulation was compared with our experimental 
result of Ni-P amorphous alloy to confirm its validity. 

CALCULATION METHOD 

Algorithm 
The atomic system used in this study was constructed from 1372 Ni atoms.    This 
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model was employed to compare with our experimental result of a Ni-P amorphous alloy. 
Inter atomic polenlials for Ni atoms have been proposed by many researchers [6-8].    However, 
these potentials did not directly support the amorphous structure because these are developed 
for crystalline structure.    In this study the simplest Morse type pair potential [6] was employed. 
The Morse type pair-wise potential is given by the following equation, 

<t>(r) =  {exp[-wff(/- -/■„)]- m cxp[-a(r -r0)]}, (1) 

where r represents the distance between two atoms in the model.    The parameters of the 
potential, listed in Table 1, are adjusted to reproduce the lattice parameter and clastic 
constants of fee Ni [6]. 

The ensemble used in this study was an NTP ensemble (this indicates that the total 
number of atoms, temperature and pressure in the model kept constant) based on 
Parrinello-Rahman's [9] and Nose's [10] methods.    According to these methods, the 
Hamiltonian (H) of the total system can be expressed as follows, 

H = it ? +<t>{q) + —{—rTr(nTri)+ PCi + -lr{rG) + ^- + gk„ ln/\      (2) 
tf   2m/2 2tVf      V ' 2     V      '    2Q        " 

where the first and second terms represent the kinetic and potential energies of the 
atomic system, the third and fourth terms represent the kinetic and potential energies of 
the MD cell, the fifth term represents the external anisotropic pressure (stress), the sixth 
and seventh terms represent the kinetic and potential energies of the thermostat, 
respectively,    g and ha represent the degree of freedom and Boltzman's constant, 
respectively.    Definitions of the other variables arc listed in the appendix and the values 
of parameters are listed in Table 1.    The initial value is shown for the parameter Q, 
which changes linearly with a change in temperature.    The equation of motion for each 
variable is obtained from the Hamiltonian (see (A4)-(A6)).    These equations can be 
solved numerically using a Gear's fifth order predictor-corrector algorithm with a time 
step of 0.5 fs.    Three dimensional periodic boundary condition was employed 
throughout the simulation.    The model is therefore under plane strain condition under 
external stresses. 

Table 1.     The parameters of the simulation 

m 
(X10-'°m) 

a 
(X10lnm-') 

D 
(X1020 J) 

W 
(g/mol) 

Q 
(kJ/molXps)2 

2.0 2.527516 2.487655 3.5059 50.0 0.003614 

Procedure 
An fee structure of Ni was constructed and heated from 50 K to 2100 K at a 

constant heating rate of 20 K/ps and maintained for 10,000 steps (=5.0 ps) to obtain an 
equilibrium liquid state.    It was then quenched down to 50 K from the liquid state at a 
constant cooling rate of 100 K/ps and maintained at this temperature for 10,000 steps 
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(=5.0 ps) to obtain a stable amorphous structure.    Pure shear stresses of xyz were 
applied to the amorphous model at a temperature of 50 K.    The applied shear stresses 
were increased stepwise by 400 MPa every 10,000 steps (=5.0 ps) at stresses of less than 
2.8 GPa.    The strain of the model was calculated from the following equation [11], 

£« = 2 
du,     9«,    X-' d"t d«t  L + L+\  L i. 
dh,     dh,    T 3Ä,. dh. 

\ 
(3) 

where h and u represent the position and the displacement vector of the MD cell, 
respectively. 

RESULTS AND DISCUSSION 

Figure 1 shows the radial distribution functions (RDFs) of (a) the liquid state at a 
temperature of 2100 K, (b) after quenched down to 50 K from the liquid state and (c) the 
perfect fee crystalline state (in this case, vertical axis indicates the relative intensity). 
In Fig.l (b), each peak is slightly higher than that of the liquid state and the splitting of 
the second peak was clearly observed.    This is a typical RDF of amorphous metals. 
Figure 2 shows the three dimensional locations of atoms observed from the x-axis 
direction.    The size of MD cell was 2.5 X 2.5 X 2.5 nm5.    In this figure, no long range 
ordering was observed.    From these results, it is considered that a Ni single component 
amorphous metal was obtained by the quenching process, and this amorphous model was 
employed for the following analysis. 
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I  2 
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(a)   i 

(b) 

(c) 1 ll. Jlllll, 
0.2 0.4      0.6 

r (nm) 
0.8 

Fig. 1. Radial distribution functions of (a) 
liquid state, (b) quenched from the liquid 
and (c) fee crystal. 

Fig.   2.       Three   dimensional   locations   of 
atoms observed from the x-axis direction. 
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Fig. 3.     Calculated shear stress ■ 
strain curve at 50 K. 

shear 

Figure 3 shows a calculated shear 
stress - shear strain curve of the 
amorphous model at a temperature of 50 
K.    At applied shear stresses of less 
than 2.4 GPa, a linear relationship 
between shear stress and shear strain was 
observed.    However, at an applied shear 
stress of 2.8 GPa, the amorphous model 
started to deform significantly until 
shear strain reached to 0.78.    During 
this shear deformation process, a drastic 
decrease in potential energy was 
observed.    Furthermore, the RDF of the 
deformed model was consistent well 
with that of fee structure [10].    This 
result indicates that phase transformation 
from amorphous into crystalline 
structure (fee) occurred during shear 
deformation. 

Figures 4 (a) and (b) show three dimensional locations of the atoms observed from 
the x-axis direction of the MD cell at a shear strain of 0.74 and 0.78, respectively.    In 
these figures, only central parts of the model arc shown.    In fig. 4 (a), the existence of 
crystalline phase is confirmed in the circled regions.    With increasing shear strain, the 
size of crystalline phase increased.    Finally, at a shear strain of 0.78, the amorphous 
model fully transformed into a crystalline structure.    Furthermore, from the 
crystallographic orientational analysis, an orientation relationship between shear 
directions and crystalline phase was obtained, that is, two shear directions are parallel to 
a (111) of the fee structure.    This crystallographic orientation relationship is confirmed 
in another amorphous model, furthermore, it agreed well with our experimental result of 
a Ni-P amorphous alloy [11].    Wc therefore discuss the reason of this crystallographic 
orientation. 

Fig. 4.     Three dimensional locations of atoms observed from the x-axis direction at (a) 
y   = 0.74 and (h) y   = 0.78, respectively. 
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As noted above, the amorphous model is in a plane strain condition under external 
stresses because of the three dimensional periodic boundary condition.    It is therefore 
considered that the motion of atoms toward the x-axis direction is suppressed under the 
shear stress of Tyz.    The potential energy can be minimized when atoms are 
close-packed, namely, (111) of fee structure are formed.    This may be the reason for the 
orientation relationship between the crystalline orientation and the direction of applied 
stress.    However, the reason of orientation dependence of fee structure on shear stresses 
is now under investigation. 

Using this phenomenon, it may be possible to control not only the size of 
crystalline phase but also the orientation of crystalline phase.    Finally it should be 
noted that the size of crystalline phase is uncertain because of the limitation of model 
size.    However we confirmed that the size of crystalline phase was nano-meter order in 
Ni-P amorphous alloy [12]. 

CONCLUSIONS 

Solid-state phase transformation from amorphous into crystalline structure during 
plastic deformation in a Ni amorphous metal has been investigated using an NTP 
ensemble molecular dynamics simulation.    The conclusions of present study are 
summarized as follows. 
1. Phase transformation from amorphous into crystal structure (fee) occurred during 
shear deformation, and this transformation underwent by nucleation and growth process. 
2. An orientation relationship between shear directions and crystalline phase was 
obtained, i.e., two shear directions and a (111) of the fee structure are parallel. 
3. These results agreed well with our experimental study on a Ni-P amorphous alloy. 
4. Using these phenomena, it may be possible to control the orientation of crystalline 
phase. 
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APPENDIX 

Variables used in equation (2) are defined as follows. 

B1.9.5 



position of the ; th atom 
momentum of the / th atom 
matrix of the MD cell 
momentum of the MD cell 
time scaling factor 
momentum of the / 

Pressure of the system was controlled by Parrinello-Rahman's method [7].    In this 
method, the position and momentum of atoms are scaled using a matrix of MD cell It, 
namely, 

1<- 
Pi- 
ll : 

II : 

/: 

«,=*"'?,.   ?H=hrPi (Al) 

G = It'll, (A2) 

where superindex 'T ' indicates the transverse matrix.    G is called metric matrix.    The 
temperature of the system was controlled by Nose's method [8].    In this method, each 
variable is scaled using a time scaling factor off, that is, 

s,=sn   * = -*,  h = h,   11 = —11 ,   P,^-Pf. (A3) 

The Hamiltonian of the system (Eq. (2)) was obtained from these equations. 
Equations of motion for each variable were obtained from the Hamiltonian of the 

system (Eq. (2)).    In Lagrangian form, these arc 

d ( <M   m — 
dt I    dt) 

—  =-h d<Kg) 
dq 

_.i dG ds     m df ds 
■ mG : , 

dt dt     f dt dt 
(A4) 

dt\      dt I    t!       dt\dt)      tt  dq, f dt dt 
(A5) 

dt\     dt 
= f 

C N qG-'ji;      1 F"<"'">-^B(f I W     " '    " "    |    j\dt 

These equations can be solved numerically by Gear's algorithm. 

(A6) 
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ABSTRACT 

Microstructural change in deformation bands was observed in a Ni-P amorphous alloy 
using transmission electron microscopy (TEM).    Bending strain was applied to a micro-sized 
cantilever beam specimen.    ATEM specimen was prepared from the micro-sized specimen 
with keeping the information on the relationship between the deformed direction and the 
specimen orientation.    TEM observation in deformation bands revealed that plastic 
deformation induces the precipitation of nanocrystalline Ni particles.   An orientation 
relationship between deformation direction and crystal orientation was obtained, that is, a (111) 
plane of all crystalline particles are parallel to the side surface of the specimen. 

KEYWORDS: nano structure, amorphous alloy, plastic deformation, crystallization, TEM 
observation 

INTRODUCTION 

Micromachines and micro electro mechanical system (MEMS) devices are expected to be 
applied more widely in many fields in the near future.    The devices are used not limited in 
biomedical fields, but in automobiles, home appliances, computers and telecommunication 
fields. Application examples include accelerometers, pressure sensors, flow detectors, disc 
drives, and so on.    The size of some components used in these devices is considered to be in 
the order of microns.   The mechanical properties of such materials may be different from those 
of bulk materials due to the size effects such as the effects of crystal grain size.    Amorphous 
alloys are potential candidate materials for future micromachines and MEMS because of their 
isotropic mechanical properties, high strength and uniform structure [1].    In addition, 
amorphous alloys can be formed on substrates by sputtering and depositing techniques.    Then, 
surface integrated micromachines can be constructed on the substrate material.    However, the 
elongation of amorphous alloys is low accompanied with localized deformation at room 
temperature [2].   Strengthening methods for such micro-sized components are considered to be 
indispensable using nano-structural control techniques.    The materials which contain 
nano-sized crystals in amorphous matrix may have improved deformation behavior.    Such 
nanocrystalline amorphous alloys can be produced by two different methods.   One method is a 
heat treatment on amorphous alloys (thermal crystallization).    A partially crystalline material 
with crystal sizes ranging from 2 to 15nm was obtained by annealing a Ni based amorphous 
alloy for 2 months at a temperature well below the crystallization temperature [3].    The other 
is a plastic deformation process (mechanical crystallization).   It has been reported that Fe and 
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Al based amorphous alloys, which have been deformed by high-energy ball milling, have 
nano-sized crystals in amorphous matrices [4-6].    In thermal crystallization, nanocrystals are 
only obtained at relatively low temperatures and it consequently takes a long time.    Thus, 
mechanical crystallization is considered to be a quicker process for material strengthening 
compared to the thermal crystallization.    However, the mechanism of mechanical 
crystallization has not yet been clarified.   Relationships between deformation directions and 
the orientation of crystals are still unclear.    It is considered that these relationships would give 
us important information to elucidate the crystallization mechanisms.    The aim of this study is 
to determine the relationships between deformation directions and the orientation of nano-sized 
crystals induced by plastic deformation in an amorphous alloy. 

EXPERIMENTAL DETAILS 

Specimen preparation 
Amorphous alloys have many different mechanical characteristics compare to crystalline 

alloys; for example, inhomogeneous plastic deformation occurs in localized shear bands [7] 
without work hardening.    As plastic deformation in amorphous alloys is limited to thin shear 
bands, it is difficult to prepare a transmission electron microscopy (TEM) specimen including a 
shear band from a deformed large specimen with keeping the information on the relationship 
between the deformed direction and the specimen orientation.    Thus, micro-sized specimen 
was used in this study.    The material used in this study was a Ni-11.5 wt%P amorphous thin 
film that was electroless deposited on an Al-Mg alloy.    The amorphous layer was separated 
from the Al-Mg alloy substrate by dissolving the substrate with a NaOH aqueous solution. 
The amorphous layer, the thickness of which was 12p_m, was cut into a half circle disk of 3mm 
in diameter.    Acantilever beam specimen was produced near the straight-line part of a half 
circle disk by focused ion beam (FIB) machining.    A micro-cantilever beam specimen is 
shown in figure 1.   The height, length, thickness and the distance from the loading point to the 
fixed end of the specimen were 8.5u.m, 55(im, 12u.m and 45|im, respectively.    The cantilever 

Figure 1.       A SEM image of the micro-sized cantilever specimen 
before bending test. 
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Figure 2. An electron diffraction pattern from a part of the specimen, away from the 
straight edge, indicating the existence of only an amorphous structure. This shows that the 
influence of the cutting and FIB machining is negligible. 

<i w. 

t-l m 
Figure 3. Schematic images of TEM specimen preparation. The deformation bands 
were thinned to less than 0.1 um remaining near the center in the thickness direction of the 
micro-cantilever beam by FIB machining. 

beam was produced away from the straight edge of the half circle disk for a distance of 50um in 
order to avoid any influence of the cutting.   The influence of the cutting procedure to make the 
half circle disk was investigated in a preceding experiment.   Another half-circle disk specimen 
was thinned by FIB machining to observe microstructure using TEM.    Figure 2 shows the 
electron diffraction pattern from a part of the specimen, which was 15|im away from the 
straight edge, indicating only a halo pattern, which is a characteristic of amorphous phases. 
This suggests that the influence of the cutting procedure on the microstructure is limited within 
15nm, and the influence of FIB machining is negligible. 

Bending test 
A bending test was performed on the micro-cantilever beam specimen using a 

micro-mechanical testing machine.    The details of the testing machine are described in a 
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previous paper [8].    The specimen can be positioned with an accuracy of 0. l(im using a 
precise X-Y stage.    The load resolution was 10|xN, and the displacement resolution was 5nm. 
The testing machine has a pushrod with a tip radius of 5u;m, and the pushrod is connected to a 
load cell.    Bending deflection was applied to the specimen by pushing through the pushrod. 
The specimen was observed in-situ using a CCD camera at a magnification of 3000 times 
during the bending test.   The bending test was performed in air at room temperature. 

Electron Microscopy 
The surface morphology of the specimen before and after bending test was observed using 

a field emission gun scanning electron microscope (FE-SEM).    The structural change caused 
by bending was observed using TEM operated at an accelerating voltage of 200kV.    TEM 
specimen including deformation bands was prepared by FIB machining following the bending 
tests.   The deformation bands were thinned to less than 0.1pm remaining near the center in the 
thickness direction of the micro-cantilever beam.    Schematic images of TEM specimen 
preparation are shown in Fig.3.    This procedure enable one to prepare a TEM specimen 
including deformation bands from a deformed specimen with keeping the information of the 
deformed direction.    The electron beam axis was perpendicular to the side surface of the 
specimen. 

RESULTS AND DISCUSSION 

FE-SEM images of the micro-cantilever beam specimens after bending tests arc shown in 
fig. 4.    The specimens were successfully bent down at the fixed end of the beam without any 
torsion.    Steps and shear bands are found near the fixed end, caused consequently by bending. 
Figure 5(a) shows an electron diffraction pattern taken in deformation bands with a selected 
area aperture with a diameter of 0.2u.m.    Not only a halo pattern, but also some spots arc 
observed, which indicates the existence of a crystalline phase.    The diffraction spots show a 
pattern of an f.c.c. Ni phase, and a (111) plane is perpendicular to the electron beam direction. 
Sizes of the crystals are approximately 20nm.   It is also interesting to note that a (111) plane of 

Figure 4.        A SEM image after a bending test.    The specimen was bent 
down at the fixed end of the specimen without any torsion. 
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all the Ni crystals is parallel to the side surface of the specimen.    This crystallographic 
orientation relationship agrees well with our molecular dynamics study of a Ni amorphous 
metal [9].    This morphology is clearly different from those induced by annealing. 
Amorphous alloys are in a non-equilibrium state, so that structural change occurs into 
crystalline with increasing temperature above the crystallization temperature.    Sui [ 10] 
reported that the crystals induced by heating of a Ni-11.3wt%P amorphous alloy consisted of 
two phases; Ni (fee.) and Ni3P (b.c.t.) and that crystal grains had random orientation 
relationship one another.    Therefore, it is concluded that crystallization induced by 
deformation is not due to a temperature effect.    It is also revealed that a local temperature 
increase in shear bands is rather limited and the maximum temperature is considered to be 
below the crystallization temperature Tc in this bending test.    Another important aspect in 
order to understand the mechanism of deformation-induced crystallization is a deformation 
mode in the micro-sized cantilever beam specimen.   A previous study [11] showed the fracture 
behavior of micro-cantilever specimens with a notch and fatigue pre-crack.    On the fracture 
surface, both plane stress and plane strain areas exist even for micro-sized specimens.    It is, 
therefore, considered that the area observed in this paper using TEM is in a plane strain state as 
well.    This means that the atoms have no or little mobility towards the thickness direction in 
this state. As Ni atoms prefer closed packing and have little mobility in the thickness direction, 
the closely packed plane, that is (111) plane, is considered to be formed and orientated 
perpendicular to the thickness direction.    The results obtained in this investigation strongly 
suggest that the control of nanocrystalline orientation in amorphous alloys would be possible by 
application of stress field. 

Figure 5.       TEM images after a bending test. 
(a) an electron diffraction pattern taken in deformation bands, showing patterns of an 

amorphous structure and a f.c.c. Ni phase. The f.c.c. pattern shows that [111] 
direction is parallel to the electron beam direction. 

(b) a dark field image of the deformation band. Nano-sized Ni particles having the same 
orientation are found. 
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CONCLUSIONS 

Crystallization induced by plastic deformation was studied in a Ni-P amorphous alloy. 
Nano-sized crystals are observed in deformation bands, and a (111) plane of the crystalline 
phase is parallel to the side surface of the micro-sized cantilever beam specimen.    As Ni atoms 
prefer close packing and have little mobility to the thickness direction, the closely packed (111) 
plane is considered to form parallel to the side surface of the specimen.    This indicates that 
mechanisms of the crystallization induced by deformation are different from those caused by 
annealing.    These results agreed well with our molecular dynamics study on a Ni amorphous 
metal. 
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ABSTRACT 

In this review, some general conclusions based on studies performed to date on fatigued 
materials of ultrafine grain (UFG) size produced by equal channel angular pressing (ECAP) are 
drawn, and open issues of current interest are defined. Important aspects addressed include the 
apparent discrepancy between improved fatigue strengths in Wöhler (S-N) plots as opposed to 
inferior fatigue strengths in Manson-Coffin plots, the clarification of the microstructural 
mechanisms of severe cyclic softening in conjunction with dynamic (local) grain/subgrain 
coarsening and damaging large-scale catastrophic shear banding. The important roles of the 
cyclic slip mode, the friction stress, the crystal structure and the temperature of cyclic 
deformation with respect to stable cyclic deformation behaviour are emphasized. Based on such 
considerations, criteria are formulated that must be observed, when designing ECAP-processed 
UFG-materials of superior fatigue strength. 

INTRODUCTION 

The mechanical properties of materials of nanocrystalline structure and of ultrafine grain 
(UFG) size (some 100 nm) have received considerable attention in recent years. Most related 
studies have been motivated by the advent of new (bulk) materials of extraordinary strength and 
by the desire to obtain a fundamental understanding of the factors that govern the strength of 
these new materials under different loading conditions. While bulk truly nanocrystalline materials 
have not yet become a reality, a variety of UFG-materials obtained by severe plastic deformation, 
most notably by the equal channel angular pressing (ECAP) technique, have been produced and 
investigated in considerable detail. The proceedings of a recent NATO Advanced Study Institute, 
dedicated to „Investigations and Applications of Severe Plastic Deformation" [1], and a recent 
review by Valiev et al. [2] document the results of most of the research performed to date. 

Until quite recently, more detailed studies of the cyclic deformation and fatigue properties of 
different UFG-materials were rather scarce, most of the more detailed work being performed on 
UFG-copper, as reviewed by one of the authors [3] in ref. [1]. Nonetheless, based on earlier work 
on grain-size effects in the fatigue of metals of conventional grain size and on the available data 
on fatigued UFG-materials, a number of conclusions could be drawn. Thus, some problems on 
which future research should focus more strongly could be defined. In the context of the present 
review, the following aspects are considered particularly relevant: 

• Predictions on grain-size effects in fatigue cannot generally be made solely on the basis of 
grain-size effects in monotonic deformation [3,4], as described primarily by the Hall-Petch 
relation which applies to macro- and not to microyielding as in the case of fatigue. 

• Rather, it has been recognized that the cyclic slip mode and the crystal structure must also be 
considered as important factors [3,4]. In addition, the cyclic stability of UFG-materials is 
limited to much lower homologous temperatures than for conventional grain size materials. 
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• While the fatigue strength of UFG-matcrials, when considered in a Wöhler (S-N) plot, is 
superior to that of materials of conventional grain size, the opposite is usually true, when 
viewing the data in a Coffin-Manson plot. 

• Early and severe cyclic softening, frequently accompanied by dynamic (local) grain/subgrain 
coarsening and by large-scale catastrophic shear banding, have been identified as the main 
causes of early fatigue failure (in strain-controlled tests). 

• The microscopic processes of grain/subgrain coarsening, cyclic softening and of large-scale 
shear banding in fatigued UFG-materials are poorly understood and demand a more thorough 
investigation in order to develop suitable measures to reduce or avoid cyclic softening and 
shear banding. 

• Quite generally, single-phase planar-slip materials that have so far not been investigated 
should be less susceptible to cyclic softening and should hence exhibit a more stable cyclic 
deformation behaviour. On the other hand, precipitation-hardened alloys with shearable 
precipitates that can also exhibit a planar slip mode would be expected to undergo severe 
cyclic softening. 

• Until quite recently, there was a general lack of cyclic stress-strain data (cyclic saturation 
stress versus plastic strain amplitude). Such data are needed for fatigue life predictions. 

• In the search for UFG-materials of potentially high fatigue strength, it should first be clarified 
which of these materials are at all suitable for unproblematic ECAP-processing. Next, the 
criteria mentioned above should be taken into account appropriately in the "design" of fatigue- 
resistant UFG-materials. 

In the following, the above issues will be addressed, taking into account some of the more 
recent fatigue studies on UFG-materials. A number of questions will be raised, and only a few 
will be answered conclusively. 

RECENT STUDIES ON FATIGUED UFG-MATERIALS 

First, it is expedient to recall that the most detailed knowledge on the fatigue of UFG- 
materials still pertains to the studies on UFG-coppcr, most notably by Vinogradov ct al. [5], 
Hashimoto et al. [6], Agnew and Wecrtman [7] and by Agnew et al. [8], as reviewed earlier [3]. 
More recently, some new results have been obtained by Brunnbauer [9] and Fföppel et al. [10] on 
fatigued UFG-copper of 99.99% purity with a mean grain/subgrain size d ~ 300 nm, prepared by 
R. Valiev's laboratory. This work comprised both stress- and strain-controlled cyclic deformation 
tests at room temperature until failure. The tests were performed both on UFG-copper in the as- 
ECAP-processed state and after an annealing treatment. In order to obtain an idea how stress and 
plastic strain are related in the regime of interest to fatigue studies, a series of tensile straining 
tests with intermittent unloadings/reloadings in the microstrain regime were carried out, as shown 
in figure 1. One can conclude from such figures that fatigue studies should cover a range of stress 
amplitudes Ao72 (Ac: stress range) up to about 300 MPa and plastic strain amplitudes AEPI/2 
(ACpi: plastic strain range) from about 10" to some 10"'. Turning first to strain-controlled tests at 
constant AP.PI, severe cyclic softening, with catastrophic shear banding, as first reported by Agnew 
and Weertman [7], dependent on the initial UFG-structure [5-8], was observed in the range 10"4 < 
Agpi/2 < 10"' [9,10]. The fatigue life Nr (number of cycles to failure) was shorter than for copper 
of conventional grain size. Based on the "saturation" stress level at N = N|72, a "pscudo" cyclic 
stress-strain (CSS) curve could be constructed, as shown in figure 2. 



CO 
Q. 

Figure 1. Stress-slrain behaviour (stress a versus plastic strain £,,i) ofUFG-copper at 293 K in microstrain regime, 
with repeated unloadings and reloadings. From [9,10]. 

Since the reason for early failure was seen in the instability of the severely predeformed 
material, when subjected to cyclic deformation, attempts were made to apply a suitable heat 
treatment in order to obtain a more stable microstructure at the expense of loosing some of the 
initial strength. For this purpose, an annealing treatment at the temperature of 170°C, as 
suggested by DSC-measurements, was applied in some preliminary tests to a number of 
specimens for different times up to 240 min. The specimens were subsequently fatigued at an 
amplitude of Aspi/2 = 10"3, and the cyclic deformation curves [9,10] and the fatigue lives (figure 
3a) were recorded as a function of the annealing time. Based on these results, an annealing 
treatment of 120 min. at 170°C was considered as optimal. As shown in figure 3b, a specimen 
subjected to this heat treatment and fatigued subsequently at Aspi/2 = 10"3 exhibits a similar 
fatigue life as a copper specimen of conventional grain size (ca. 40 urn [11])» albeit at a 
significantly higher stress amplitude. The beneficial effect of the heat treatment on the fatigue life 
is also demonstrated in figure 4 which shows in a Coffin-Manson plot that, in the range of plastic 
strain amplitudes of about 2-10"4 to about 10~3, significant enhancements of the fatigue life by 
typically a factor of 7 were observed in all cases [9,10]. Moreover, when compared with data on 
commercial purity copper of conventional grain size [12,13], the fatigue lives were longer. 

400 
CSS-curves: 

D UFG-Cu, initial slate, d = 300 nm 
■ Cu,d = 25 pm, [12,13] c(£pi) 

0.0 5.0x10 

epi,Aep|/2 

l.OxlO"3 

Figure 2. "Pseudo " cyclic stress-strain (CSS) curve ofUFG-copper ("saturation " stress amplitude atN = N//2 
versus plastic strain amplitude AepJ2), at293 K, comparison with monotonic stress-strain curve a = a(spj) and with 
CSS-curve of copper of conventional grain size [12,13]. d: grain/subgrain size. From [9,10]. 
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293 K, of UFG-copper in the as-ECAP-processed state and after annealing at I70°Cfor 120 min. Comparison with 
cyclic deformation curve of copper of conventional grain size far 40 tan fit/. From [9,10]. 

Turning now to stress-controlled tests displayed in Wöhler (S-N) plots, UFG-materials in 
general and also UFG-copper exhibit superior fatigue resistance compared to material of 
conventional grain size [3,8,14]. The enhanced fatigue strength of as-ECAP-processed UFG- 
materials in the Wöhler (S-N) plot, compared to the reduced fatigue resistance in the Coffin- 
Manson diagram, is best explained in a total strain (An,: total strain range) fatigue life diagram 
[3], as shown schematically in figure 5. Here, the limiting curves in the low cycle fatigue (LCF) 
and the high cycle fatigue (HCF) regimes correspond to the Coffin-Manson law and the 
Wöhler/Basquin (S-N) plot, respectively. Thus, it is easily seen that the enhanced fatigue strength 
of UFG-materials in the HCF regime results from the increased fatigue strength coefficient <7f', 
whereas the reduced fatigue resistance in the LCF-regime is a consequence of the lowering of the 
fatigue ductility coefficient e'( [3], 

It is not clear from earlier published work, how the stress amplitudes were built up in stress- 
controlled tests. In the work of Höppel et al. [10], the stress amplitudes were built up slowly over 
several hundred cycles for two reasons, namely to reduce the danger of buckling during the 
compressive half cycle at the higher stress amplitude and, secondly, to avoid too large (and 
presumably damaging) plastic strains during the first few cycles. Examples of the cyclic 
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Figure 4. Comparison of fatigue lives of annealed UFG-copper at 293 K in Coffin-Manson plot with fatigue lives of 
as-ECAP-processed UFG-copper and of copper of conventional grain size d = 25 pm [12,13]. From [9,10]. 
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Figure 5. Schematic illustration of enhanced high-cycle fatigue (HCF) life and reduced low-cycle fatigue (LCF) life 
ofUFG-materials due to increased fatigue strength coefficient a\and reduced fatigue ductility coefficient e't, 
respectively. Note also the reduced transition fatigue life N,. E: Young's modulus. 

deformation curves in the form of Aspi/2 versus the number of cycles, N, are shown in figure 6. It 
is important to note that these curves display a rather well-defined cyclic saturation regime 
without cyclic softening (!) and that, even at the rather high stress amplitude of Ao/2 = 200 MPa, 
the plastic strain amplitude barely reached 10"4. Hence, it is not surprising that the fatigue lives 
were generally found to be rather large, compared to both fatigue lives of copper of conventional 
grain size and to UFG-copper investigated by Agnew et al. [8], as shown in figure 7. In this 
figure, also the results of stress-controlled tests by Thompson and Backofen [4] and strain- 
controlled tests by Lukas and Kunz [15] on copper of conventional grain size are included. 
Additional data on UFG-copper in the as-ECAP-processed state and in the heat-treated state 
(170CC, 120 min.), fatigued in strain-controlled tests, can be found in Höppel et al. [10]. It is 
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Figure 6: Cyclic deformation curves (AEp/2 versus N) of UFG-copper fatigued after slow stress build-up at constant 
stress amplitude Ac/2 at 293 K. From [10]. 

B2.1.5 



200 - A 

fr    Agnew et al .[8], d . 250nm 
0   Thompson» Backofen, [4], d. 3 4 [jm 
ö    Lukas & Kunz. [15], d -70 urn 
0    Lukas S Kunz [15], d - 12 mm 

^    -A--UFGCu, initial state, [9,10] d - 300 nm 

CO 
a. 

♦ 

♦ 
\ 

< 

150 

100 

  

♦ 

\ 
N 

♦                          vv 

v.        *              v 

10" 10' 

Nf 
10° 10' 

Figure 7. Wähler (S-N) plots of UFG-copper fatigued under stress control at 293 K. Comparison with data from 
literature on UFG-copper and copper of conventional grain size. From [10]. 

quite evident that, in a Wöhler (S-N) plot, UFG-copper is found to be distinctly more fatigue- 
resistant than copper of conventional grain size. Moreover, the fatigue lives of UFG-copper 
reported by Höppel et al. [10] are significantly larger than those of Agnew et al. [8]. One 
explanation could be that the microstructure of the UFG-copper used by Höppel et al. [10] was 
more stable than that in the work of Agnew et al. [8]. Another reason could lie in the slow 
building-up of the stress amplitude which, by avoiding large initial plastic strain amplitudes, has a 
beneficial "coaxing" effect. 

While the available data on fatigued UFG-nickel (grain size: ca. 300 nm) by Thiele et al. [16] 
are perhaps a little less detailed than those on UFG-copper, they are indeed very interesting, since 
the experiments by Thiele et al. [16] were performed not only at room temperature but also at 425 
K. Aresult of particular interest is that, at room temperature (homologous temperature of 0.17), 
UFG-nickel was cyclically stable inspite of dynamic grain coarsening in strain-controlled tests. 
On the other hand, at the moderately high temperature of 425 K (homologous temperature of 
0.25), dynamic recrystallization was observed. The stable cyclic behaviour at room temperature is 
borne out in the comparison of the cyclic stress-strain curve and the monotonic stress-strain 
curve, as shown in figure 8. Both curves are found to be almost identical, confirming the stability 
of the UFG microstructure against cyclic softening at the homologous temperature of 0.17. 

To round up this brief survey of observations on fatigued UFG-material, some recent works on 
room-temperature fatigue of UFG 5056 Al-Mg alloy [14,17], UFG titanium [18] and UFG 
dispersion-hardened Cu-Cr-Zr bronze [19] are considered. Thus, Vinogradov et al. [14] and 
Patlan et al. [17], studying UFG-5056 Al-Mg alloy, noticed that while the cyclic deformation 
behaviour was rather stable, the fatigue crack growth rate was rather high. Although a 
considerable enhancement of fatigue life in a Coffin-Manson plot could be achieved by an 
annealing treatment, the fatigue lives were still shorter than in material of conventional grain size 
[17]. In the case of (hexagonal close-packed) UFG titanium, Vinogradov et al. [18] noted a quite 
stable cyclic deformation behaviour at room temperature and an enhanced fatigue strength in a 
Wöhler (S-N) plot, compared to material of conventional grain size, and no degradation in fatigue 
strength in strain-controlled tests, displayed in a Coffin-Manson diagram. Finally, it is interesting 
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Figure 8. Cyclic and monotonic stress-strain curves of UFG-nickel (ca. 300 nm) at 293 K, comparison with data of 
recrystallized nickel of conventional grain size (40 fim). Courtesy of E. Thiele. 

to note that the cyclic deformation of dispersion-hardened Cu-Cr-Zr bronze is unstable and 
characterized by pronounced cyclic softening as in the case of UFG copper but that the fatigue 
lives are not enhanced but reduced by an annealing treatment [19]. 

Patlan et al. [17] and Vinogradov et al. [18] have made first attempts to model both the shape 
of the hysteresis loop and the cyclic stress-strain curve by an approach based on a consideration 
of multiplication and annihilation of dislocations [20]. It will be interesting to see how far this 
modelling can be carried and how general the results obtained are. 

CYCLIC SOFTENING AND DAMAGING LARGE-SCALE SHEAR BANDING 

Fatigue damage in UFG-materials is frequently related to cyclic strain localization extending 
over much longer distances than the original grain size. This kind of strain localization can occur 
locally in "patches" or in extended shear bands, as shown in SEM-micrographs of the surface in 
figures 9a and 9b. It is tempting to believe that this kind of strain localization is closely related to 
regions of markedly coarsened grain size, as observed in the bulk by TEM (figure 9c). Grain 
coarsening of this type has also been observed in patches and in bands [10]. 

Since the pioneering work of Feltner and Laird [21], cyclic softening of predeformed material, 
accompanied and caused by cell/subgrain coarsening, is a well-known phenomenon. However, 
this kind of cyclic softening merged into a state of stable cyclic saturation and was thus not 
related to cyclic strain localization and fatigue damage. In the case of UFG-materials that have 
been produced by severe plastic deformation, local coarsening of the original UFG microstructure 
(denoted in this review as grain/subgrain structure) and damaging (large-scale) cyclic strain 
localization must be viewed as different aspects of one and the same damaging mechanism. 
However, the sequence of events remains to be clarified. Thus, the question is whether the 
process is initiated by local grain/subgrain coarsening which then leads to bands of cyclic strain 
localization, as illustrated schematically in figure 10a, or whether at first a catastrophic shear 
localization, which destroys the original UFG structure, occurs, followed subsequently by the 
formation of a new coarsened microstructure in the bands of localized shear deformation, 
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Figure 9. Cyclic strain localization and shear banding in UFG-copper fatigued at 293 K. Surface ohsenations of 
shear bands with extrusions (stress axis horizontal): a) in "patches", b) in extended shear bands, c) TEM 
observation of locally coarsened grain/subgrain microstructure. From [10]. 

compare figure 10b. As remarked in [3], the bands of localized shear are reminiscent of 
microstructural instabilities leading to microbands in severely deformed materials and are also 
typical of shear strain localization of the kind frequently observed during deformation of strongly 
predeformed material after a "strain-path change". The large variety of processes that can 
contribute to cyclic softening of UFG-material have been summarized in ref [3]. In any case, an 
interesting point concerning cyclic softening of ECAP-processed UFG-material is that, in 
addition to dislocation annihilation and rearrangement, it must obviously also involve dynamic 
grain/subgrain coarsening, as first noted by Witney et al. [22], requiring grain boundary mobility 
at rather low homologous temperatures down to about 0.2. An interesting observation regarding 
grain/subgrain coarsening is the following. In the work of Höppel et al. [10], a coarsened 
microstructure was observed on UFG-coppcr fatigued till failure at Acri/2 = 2.0-10"4 but not after 
fatigue till failure at Ar,,,i/2 = 1.0-10"\ A similar observation had been reported earlier by Agncw 
and Weertman [7]. The findings of Höppel et al. find their explanation in the fact that, with a 
constant mean plastic strain rate of 10's"1, the time till failure was four times larger at the lower 
plastic strain amplitude of 2.0T0"4. This suggests strongly that dynamic grain/subgrain coarsening 
is a thermally activated process which requires time, in particular at low homologous 
temperatures. In the following, the nature of processes of "dynamic" grain boundary mobility 
during cyclic deformation at rather low temperatures and the factors that facilitate or impede the 
processes of dislocation annihilation during cyclic softening will be discussed with the aim to 
define the requirements for the design of fatigue-resistant UFG-materials. 

early stage late stage early stage 

a) b) 
late stage 

Figure 10. Alternative scenarios of formation of large-scale fatigue shear bands with coarsened microstructure. 
Stress axis vertical, a) Local grain/subgrain coarsening spreading out. forming a shear band, b) Catastrophic 
extended shear band, caused by "strain-path change", with subsequent formation of coarsened microstructure in the 
shear band. 
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MICROSTRUCTURAL PROCESSES AND GOVERNING FACTORS OF CYCLIC 
SOFTENING AND GRAIN/SUBGRAIN COARSENING 

First, it must be noted that, while it is not always clear whether the initial UFG microstructure 
is predominantly a very fine-scaled grain or a subgrain structure [1,2], the grain/subgrain 
boundaries in the as-ECAP-processed state must be viewed as non-equilibrium boundaries [2] of 
relatively high energy. Moreover, the extraordinary strength of UFG-materials stems not only 
from a reduced grain size but, more generally, from a very high defect (dislocation) content. 
Thus, there is a strong driving force to reduce the overall energy by reducing the dislocation 
content by processes of dislocation annihilation, by converting the non-equilibrium boundaries 
into structures that are closer to equilibrium and by reducing their total area. The latter is only 
possible by dynamic grain/subgrain coarsening (or even dynamic recrystallization), involving the 
motion of grain/subgrain boundaries. At the same time, processes of dislocation annihilation will 
occur. The combined effect of the processes mentioned will result in cyclic softening. 

Cyclic Softening by Annihilation of Dislocations 

Following Essmann and Mughrabi [20], the differential change of dislocation density dp 
occurring in a particular glide system in an interval of shear strain dy can be written as: 

dp/dy=2/b-L-2y-p/b, (1) 

where b is the modulus of the Burgers vector, L the dislocation glide path which is usually a 
function of the shear strain y, and y is the so-called annihilation distance within which two 
dislocations of opposite sign on neighbouring glide planes can just annihilate. The first term 
describes the rate of production of dislocations and the second term the rate of annihilation. The 
annihilation distance y depends on the dislocation character. In the case of screw dislocations, 
easy cross slip, especially in materials of low friction stress [20], facilitates annihilation. The 
annihilation distance becomes larger with increasing temperature, implying that, in general, 
cyclic softening will be more pronounced at higher temperatures. Conversely, there will be less 
softening at lower temperatures. 

In single-phase materials, the susceptibility to cyclic softening is generally related to the ease 
of cross slip. Hence, cyclic softening is more pronounced in wavy-slip than in planar-slip 
materials. However, in precipitation-hardened materials with shearable precipitates, another type 
of localized damaging planar-slip mode is induced through cyclic strain localization in persistent 
slip bands in which the precipitates are destroyed more or less completely. This kind of localized 
planar slip leads to severe cyclic softening and should not be confused with the planar slip in 
single-phase materials in which cyclic softening can occur only to a limited extent. 

When one considers cyclic softening of ECAP-processed UFG-material, it is important to note 
that, since subsequent cyclic deformation corresponds to a strain-path change, the active slip 
systems will usually differ from those that were operating during ECAP. However, dislocations 
produced on a certain glide system during ECAP can only be eliminated, i.e. annihilated, 
efficiently during subsequent cyclic deformation, if that particular slip system operates actively. 
Therefore, UFG-materials having crystal structures with many slip systems sharing the 
production and annihilation of dislocations should be less prone to cyclic softening. On the other 
hand, UFG titanium with its hexagonal close-packed crystal structure and only a limited number 

B2.1.9 



of slip systems has been shown tobe cyclically stable at room temperature [18], whereas face- 
centred UFG copper with its many more slip systems is not. The reason probably is that room 
temperature is a much lower homologous temperature (0.15) for titanium than for copper (0.2). 

To summarize this section, it is concluded that factors which stabilize cyclic deformation by 
impeding cyclic softening caused by annihilation of dislocations are difficult cross slip, a high 
friction stress, crystal structures with many slip systems and low homologous temperatures. 

Cyclic Softening by Dynamic Grain/Subgrain Growth and Coarsening 

As a general introductory remark, it is noted that, since foreign atoms retard both dislocation 
motion and grain growth, less pure materials or solid solution alloys with a high friction stress 
can be expected to be more resistant against grain/subgrain coarsening. Next, it is of interest to 
discuss in the context of dynamic grain/subgrain coarsening the factors governing the mobility of 
grain/subgrain boundaries at rather low homologous temperatures ($ 0.2). In a number of papers 
by Langdon and co-workers [23,24] and by Gottstein and co-workers [25,26], it was shown that, 
during high-temperature fatigue, grain boundary displacements of several microns per cycle, 
leading to coarsening of the grain structure, occurred in a number of different metals investigated. 
While these studies were all performed at homologous temperatures of 0.5 or higher, it is 
nevertheless inferred that, at lower temperatures, grain boundary migration with correspondingly 
smaller displacements must be considered as a possible process, especially in metastable 
microstructures. It is well known that, during cyclic deformation, vacancies are produced [27,28]. 
In this context, a model put forward by Estrin et al. [29] is of particular interest. In the model, the 
vacancies act as an inhibiting factor, leading to a decrease in the grain growth rate. On the other 
hand, the authors conclude that there exists a (temperature-dependent) "limiting stable grain size" 
above which grain growth uninhibited by vacancies is possible. In conjunction with the 
observation that dynamic grain/subgrain coarsening occurs during the cyclic deformation of 
UFG-materials at homologous temperatures as low as 0.2, the results discussed here suggest that 
a) grain/subgrain boundary migration is possible down to rather low homologous temperatures 
and that b) the grain/subgrain size of ECAP -processed UFG-material exceeds the limiting stable 
grain size defined by Estrin et al. [29]. Thus, an enhancement of the cyclic stability of UFG 
structures would be expected for less pure materials or for alloys with very small grain/subgrain 
sizes below the stable limiting size and at low homologous temperatures (S 0.2). 

SOME CONCLUSIONS AND SOME CRITERIA FOR THE DESIGN OF FATIGUE- 
RESISTANT UFG-MATERIALS 

In the first review of the cyclic deformation and fatigue behaviour of UFG-materials [3], some 
areas of future research which arc still relevant today were formulated in the concluding section. 
Since then, some progress has been made. While, at first sight, the fatigue performance of UFG- 
materials was not always as impressive as expected or desired, deeper insight has been achieved, 
as more data on different UFG-materials became available. Thus, it is now possible to define 
better the microstructural requirements for the design of fatigue-resistant ECAP-processed UFG- 
materials. In particular, the following points are noted: 
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1) The number of different UFG-materials whose fatigue properties have been studied is 
increasing steadily. 

2) Cyclic stress-strain data of some UFG-materials are now becoming available. There is, 
however, still a lack of systematic studies at different temperatures. 

3) It is commonly observed (and understood) that UFG-materials exhibit enhanced fatigue 
strengths in a Wöhler (S-N) plot but not in a Coffin-Manson diagram. However, recent work 
shows that, by the application of a suitable annealing treatment, improved fatigue properties, 
displayed in a Coffin-Manson plot, can be achieved in some cases. 

4) The stability of the heavily predeformed UFG microstructure under conditions of cyclic 
deformation depends on several factors. Desirable features with respect to the design of 
fatigue-resistant UFG-materials are considered to be 
• less pure materials or alloys (with a high friction stress), 
• a planar slip mode, 
• crystal structures with a larger number of slip systems, 
• a small UFG grain/subgrain size below the "stable limiting size" and 
• a rather high melting point in order to ensure that, when UFG-materials are subjected to 

fatigue, the ambient temperature corresponds to a low homologous temperature (ä 0.2). 

Similar considerations should apply also to microstructural stability under other conditions of 
loading than cyclic deformation. 
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ABSTRACT 

We have produced dense and ductile nanocrystalline nickel with various grain size 
distributions using electrodeposition techniques. The strength of the nickel deposits fell within 
the scatter band of the general Hall-Petch curve for nickel. However, large variations in yield 
strength, strain hardening rate and tensile elongation were associated with a relatively small 
change in the average grain size. The scatter in the elongation data has been attributed to the 
formation of nodules and the presence of voids. The variations in strength and strain hardening 
rate have been shown to be associated with the changes in the grain size distribution. A model 
based on confined dislocation motion and composite behavior has been developed for predicting 
the stress-strain behavior of the nanocrystalline nickel. 

INTRODUCTION 

Figure 1 shows the flow stress of nickel as a function of d~1/2, where d is the average grain 
size. A linear relationship indicative of the Hall-Petch relationship may be recognized in this plot 
(slope = 7,000 MPa nm"2). However, there is a large scatter in the data. Many sources contribute 

to this scatter. The flow stress values shown in 
Figure 1 represent hardness (flow stress = 
hardness/3), strength at 1% plastic strain and 
ultimate tensile strength (UTS) for specimens 
with a low ductility [1]. Since ultra-fine grained 
metals (d<lp.m) show a high strain hardening rate 
the inconsistency in defining the flow stress 
contributes considerably to the scatter. Another 
important contributing factor is the synthesis 
method. The main techniques for fabrication of 
metals with ultra-fine grains are inert gas 
condensation (ICG), sever plastic deformation and 
electrodeposition. The defect type (e.g., 
impurities, second-phase particles, voids, twins) 
and content and the presence of crystallographic 
texture are dependent on the fabrication method. 
For example, in the case of electrodeposited 
nanocrystalline nickel, the UTS values measured 
by Erb and his co-workers [2] are much smaller 

than the strength values predicted from their hardness data. They [3] add considerable amounts 
of saccharin as a grain refiner in order to decrease the grain size of nanocrystalline nickel below 
40nm. The decrease in the UTS observed with grain refinement [2], is possibly associated with 
the increase in the sulfur content of their deposits. The uncertainty in the grain size measured can 
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Figure 1. Hall-Petch plot for nickel [1]. 
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also contribute significantly to the scatter in the Hall-Petch curve. For example, Sanders et al. [4] 
have shown that the analysis method and the choice of the x-ray diffraction (XRD) peak 
influence the evaluated grain size of metallic nanocrystals considerably. 

As shown in Figure 1, there are limited data for nanocrystallinc nickel with a grain size less 
than 40nm. Furthermore, the existing data are predominantly measured by hardness testing and 
those measured in tension are from samples with a low ductility. In order to validate the results 
of modeling of stress-strain curves in nanocrystalline metals ductile samples with relatively pure 
boundaries are needed. The purpose of this research was to fabricate ductile nanocrystalline 
nickel by electrodeposition techniques without using grain refining additives. In this 
investigation the grain size of deposits is characterized with both XRD and transmission electron 
microscopy (TEM) methods. The strength is evaluated by tensile testing and the stress-strain 
curves are compared with theoretical modeling. 

EXPERIMENT ALPROCEDURES 

A conventional rotating disc set-up was employed for the deposition of nickel specimens. 
The substrate was an annealed copper disc with a 35mm diameter. The counter electrode was a 
10x10 cm2 platinum foil. A sulfamate-based electrolyte was used at 30°C. Nickel was deposited 
galvanostatically using a PAR273 potentiostat/galvanostat, which was interfaced with a 
computer for control and data acquisition purposes. The potential was measured against a 
saturated calomel electrode (SCE). The grain size was varied by changing the current density, 
deposition technique (direct versus pulse plating) and hydrodynamic conditions. The thickness of 
the deposits was approximately 25 |im. Tensile testing, XRD, TEM and scanning electron 
microscopy (SEM) were employed for characterizing the free-standing deposits. The tensile tests 
were conducted using dog-bone specimens with a gage length of 10mm. Details of these 
procedures are given elsewhere [1]. 

RESULTS 

Figure 2 presents tensile stress-strain curves for four deposits whose properties are given in 
Table 1. The grain size was measured from x-ray results using both Single Line (SL) and 

Table I. A summary of the average grain size 
measured by various techniques and the strength of 
nanocrystalline nickel samples produced by 
electrodeposition methods. 

Sample 1 2 3 4 
d 

(nm), 
XRD 

sub WA 34.9 - 28.2 15.6 
SI. 85.1 - 87.5 15.2 

sol WA 17.1 - 16.3 11.8 
SL 29.5 - 26.6 13.4 

d (nm), TEM 30.8 29.9 27.4 25.9 
Oo 2% (MPa) 667 895 913 1162 
0"i% (MPa) 1062 1274 1293 1525 
Ours (MPa) 1300 1332 1328 1696 

Figure 2. Tensile stress-strain carves of 
electrodeposited nanocrystalline nickel samples. 



Warren-Averbach (WA) methods. The SL analysis was performed on the (200) peak and the 
(200) and (400) peaks were used for the WA analysis. The grain size measurement was 
conducted on both the solution and the substrate sides of each deposit. In electrodeposits, the 
grain size varies through the thickness of samples. For deposits with a grain size in the nano- 
range the crystallite size is larger on the substrate side [5]. The change of the grain size usually 
occurs within the first few micrometers from the substrate side and therefore, the grain size 
measured on the solution side is a better representation of the average grain size of thick 
deposits. Here (see Table I) also we see that both analysis methods measure a larger grain size on 
the substrate side. In general, the SL method results in larger grain size measurements. The 
difference between the results obtained by the WA and SL methods seems to increase with the 
grain size. The average grain sizes measured from the dark field images produced using the TEM 
technique are comparable with the SL results obtained from the solution side of samples 1 and 3, 
but significantly larger for sample 4. The smaller grain size measured by the XRD methods is 
partially due to the fact that both the high angle and low angle boundaries are counted. However 
in our TEM analysis we considered only the high angle boundaries. Another source of 
discrepancy is the variation of grain size through the thickness of deposits, which is not included 
in the results obtained from the planar TEM specimens analyzed in this study. 

The flow stress (Oi%) varied in the 1100 to 1500 MPa range for a change in the d"1/2 from 
0.18 to 0.2 nm"   . This result is within the scatter band of the general Hall-Petch curve presented 
in Figure 1. However, as shown in Figure 3, the results of this study can be fitted to a curve with 
a much larger slope (s 30,000 MPa nm""2). It has been recognized that the grain size distribution 
plays an important role in strengthening of nanocrystalline materials [6]. The significant increase 
in the strength with a small decrease in the average grain size observed in this study is attributed 
to the associated change in the grain size distribution. The grain size distributions obtained by 
TEM are presented in Figure 4. Note that sample 1 with a large average grain size has a wider 
grain size distribution than sample 4, which has a smaller average grain size. Also a comparison 
of the crystallite size on the substrate side with that on the solution side (see Table I) reveals that 
sample 4 has a more uniform grain size through its thickness. 

All tensile specimens fractured in a ductile manner as represented by the knife- edge fracture 
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behavior shown in Figure 5a. Fracture by the microvoid coalescence mechanism, as shown in 
Figure 5b, is believed to be associated with the presence of nano-size pores in the deposits that 
act as the void initiation sites [7]. The low tensile elongation of samples 2 and 3 was found to be 
due to the formation of isolated areas with nodules as shown in Figure 6. Nodules appear as 
surface roughness and the columnar growth associated with them is responsible for the observed 
brittleness. As can be seen in Figure 6b, the crack follows an inter-columnar path. 

(a) (b) 
Figure 5. SEMfractographs showing (a) the knife-edge fracture behavior in sample 1 and (b) 
the microvoid coalescence fracture mechanism in sample 4. 

(a) (b) 
Figure 6. SEM micrographs showing (a) the nodular growth in an isolated area and (b) the 
brittle fracture associated with nodular growth in sample 3. 

Figure 7 presents the strain-hardening rate as a function of strain for samples 1 (d=31nm) 
and 4 (d=26nm). These samples showed extremely high initial strain hardening rates typical of 
composite materials. Furthermore the strain-hardening rate increased with a decrease in grain 
size. These observations are contradictory to the predictions made by the deformation models 
based on creep mechanisms [8], however they arc consistent with the micro-mechanical 
modeling based on a composite behavior [6]. Mitra et al. [6] have calculated the stress-strain 
curve of nanocrystalline copper based on a deformation model for two-phase materials. The 
critical stress for plastic deformation was taken as the stress required for a dislocation to move 
through the forest of dislocations located at grain boundaries (xc = aGb/(d)1/2, where G is the 
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shear modulus, b is the burgers vector and a is a 
constant). Their theoretical calculations for copper 
indicate that for a given average grain size, a tighter 
grain size distribution results in a higher strain- 
hardening rate. However, their theoretical predictions 
could not be validated due to a lack of experimental 
results for ductile nanocrystalline copper. 

We have assumed that the plastic deformation of 
nanocrystalline nickel is controlled by the confined 
motion of dislocations that are pinned by the grain 
boundaries. The tensile stress required for moving a 
dislocation in a grain is given as [9]: 

Gi = Mt; = M{(Gb/rcdi)ln(di/b)}cos 9 (1) 

Here M is the Taylor factor (for FCC metals M ^ 3.1). 
The pinning angle, 0, depends on the nature of the 

boundaries as well as the nature of the dislocation. We have assumed that the pinning angle is 
55° (cos 9 = 0.568) for all grain sizes. Since the stresses achieved in our samples are well below 
the stress required for balancing the stacking fault energy C/SFE) in nickel (Yspu/b = 320 / 0.14385 
= 2224 MPa), we have considered the motion of perfect dislocations rather than partial 
dislocations. At a given stress level, the plastic strain, Ep, was calculated as: 

£P = y/M = (l/M)(bNA/V) = (b/M){[E(PD) Ni(7tdi2/4)]/[E(illl) Ni(ndi3/6)]}        (2) 

where y is the shear strain, N is the total number of dislocations, A is the total area swept by 
dislocations, V is the total volume and PD stands for "Plastically Deformed". Here it is assumed 
that grains are spherical and the area swept is a circle with a diameter equal to the grain size. The 
number of dislocations activated in grains with diameter dj, Nj, was estimated as: 

Ni = (niXmi)(mi/2)      (3) 
m: = [7t(a/M) dj]/(Gb)        (4) 

Here nj is the number of grains with diameter d; and m, is the number of dislocations that can be 
accommodated on a given slip plane in the absence of a pile-up. However, in a given grain many 
parallel slip planes can be activated. The number of these activated slip planes is controlled by 
the interaction of dislocations on adjacent planes. The spacing between the parallel slip planes 
was approximated as the distance between dislocations in a given slip plane. Therefore, the m; 
value was also taken as an estimate of the number of parallel slip planes activated. The factor 
m/2 represents the swept area multiplier. For example, when there are four dislocations on a slip 
plane (m; = 4), they will be separated by a distance equivalent to d/3, which corresponds to one 
dislocation traversing the whole grain area, A, the second dislocation (2/3)A, the third 
dislocation (1/3)A; and the fourth dislocation just coming out of a grain. Therefore, the total area 
swept is 2Aj when m, =4. The nanocrystalline microstructure was considered to consist of 
plastically and elastically deforming grains, which follow the rule of mixture as follows: 

a = apDVpD + CTED(l-VPD)        (5) 
Here CPD is the stress carried by the plastically deforming grains, VPD is the volume fraction of 
plastically deforming grains and OED is the stress carried by the elastically deforming grains. The 
criterion for plastic deformation is given by Equation 1. We have considered two scenarios for 
the composite effect. In one scenario the fraction of the undeformed grains is calculated such that 
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no grain is loaded beyond its critical stress for yielding 
(calculation 2). In the other scenario the fraction is 
calculated such that elastic grains deform as much as 
the average strain resulting from the plastically 
deforming grains (calculation 3). The results of our 
modeling are compared with experimental results in 
Figure 8. The calculation 1, in which the contribution 
of elastically deforming grains to the total stress has 
been ignored, predicted a low yield strength. The best 
match was obtained with the equal strain model 
(calculation 3). The predicted strain-hardening rate is 
high in all three calculations suggesting that either 
more dislocations, i.e. larger than the number estimated 

based on Equation 3, become activated or 

predictions of stress-strain curve for sample 4. other deformation mechanisms should be 
considered. It is acknowledged that a true 

deformation mechanism must include the dislocation velocity and thermally activated processes. 

SUMMARY 

We have produced ductile nanocrystalline nickel with average grain sizes between 31 to 
26nm using electrodeposition techniques. In the absence of defects such as nano-pores and 
nodules, the samples fractured by the knife-edge mechanism. These samples showed a very high 
strain-hardening rate that increased with the tightness of the grain size distribution as well as a 
decrease in the average grain size. An attempt in modeling the strain hardening behavior of the 
nanocrystalline nickel revealed that recovery mechanisms in addition to increases in the number 
of slip systems activated and the fraction of plastically deforming grains should be considered. 
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ABSTRACT 

Mechanical properties of nanocrystalline Ni made by Inert Gas Condensation and 
Electrodeposition are presented in relation to their microstructure. Significant plasticity is only 
observed at elevated temperatures for both types of nanocrystalline Ni. However, a higher 
temperature is needed in the Inert gas condensated material. Careful analysis of the 
microstructure by means of X-ray diffraction and conventional electron microscopy reveal initial 
differences in as-prepared samples. The change in microstructure during deformation at elevated 
temperatures and during heat treatment without external load is investigated and information 
about the deformation mechanisms is reported. 

INTRODUCTION 

Because nanocrystalline samples are usually very small, research on mechanical properties has 
concentrated mainly on measurements of hardness as function of grain size. Results at the 
smallest grain sizes remain controversial: some results even indicate a yield stress independent 
of the grain size, or a reverse Hall-Petch relation and others confirm an increasing yield stress 
with decreasing grain size [1, 2]. It has however been shown that sample imperfections and 
microstructure play a key factor in these controversial results [3]. Mechanical properties for 
larger amounts of submicrocrystalline (produced by Severe Plastic Deformation (SPD) [4]) and 
nanocrystalline (produced by Electrodeposition (ED) [5]) materials have been studied by means 
of stress-strain curves at room temperature and higher temperatures, where diffusion controlled 
mechanism become dominant. Superplasticity has been observed in ED Ni, having an initial 
mean grain size of 35nm, at temperatures above 280°C. The plasticity is accompanied by rapid 
grain growth [6]. 
Recently a tensile machine has been developed allowing tensile testing of tiny dog-bone shaped 
samples with a gauge length of only 300 microns [7]. This allows samples synthesised with 
techniques producing only very small amount of material, such as Inert Gas Condensation 
(IGC), to be used for tensile testing. In the present work we use a similar miniaturised tensile 
machine to deform nanocrystalline Ni synthesised by IGC and ED. The initial microstructure 
and influence of deformation and/or temperature on the microstructure are reported and 
compared for both materials. 

EXPERIMENTAL PROCEDURE 

Nanocrystalline Ni samples prepared by ED (supplied by Goodfellow Ltd.) and by IGC are 
investigated. For preparing the IGC samples, a high vacuum chamber of 2 x 10"7 mbar was filled 
with 3 mbar of high-purity (99.999%) helium. High-purity nickel (99.99+%) wire was 
evaporated from resistively heated tungsten boats, with the resulting metal clusters collected on a 
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liquid nitrogen-cooled finger. The clusters were removed from the cold finger with a copper 
scraper and then compacted under uniaxial pressure at 2 GPa and 500°C for 6 hours to produce 
disk-shaped samples of 8 mm diameter and 0.2 -0.3 mm thickness. 

A new tensile machine was designed for testing small 3 mm long specimens. The specimens, 
having a gauge length of 1.72 mm and a thickness of 0.2 to 0.25 mm were machined by a wire 
Electro- Discharging- Machine. Due to local grain growth at the machined surfaces, specimens 
were afterwards electropolished for 45 sec in 3% Perchloric acid, 30 % Ethylenglycol and 67% 
Methanol at 15 V and -10°C. Each specimen was then checked by scanning electron 
microscopy to rule out possible machining artefacts on the samples. Typically, large surface 
grains were no longer observed. 
hi order to have free access to the gauge length of the specimen and to provide fast heating rates, 
a resistive heating device was chosen. Heat was measured via a Pyrometer, where the minimal 
measuring spot size was in the order of the cross section of the gage length. A high temperature 
gradient of up to 50°C leading to local deformation on the gauge length has always to be taken 
into account in the interpretation of any results. The force controlled actuator (a magnetic coil) 
provides a force resolution of 8 mN, which is within the resolution range of the load cell. Type 
304 stainless steel of normal grain size was used to show good agreement with conventional 
tensile testing. 

Densities of the samples were measured via Archimedes principle with a Mettler microgram 
balance. Diethylphthalate with a density of 1.1175 g/cm' was used as a reference liquid. X-ray 
measurements were made with a Siemens D500 X-ray detector and mean grain size was 
determined using the Scherrer formula after Krill et al [8]. Conventional TEM investigations 
were made with a Jeol 2010 operated at 200kV. Specimens were mechanically prcthinncd and 
then electropolished with the above mentioned solution. Tested tensile specimens were 
prethinned with a tripod to wedgeshape like samples and afterwards bombarded by argon ions in 
a Gatan Duo Mill - Series 600. 

RESULTS 

Density measurements of the samples showed almost full density (99.3%) for the ED samples 
and an impurity content of about 0.5% composed of sulfur and carbon [9]. For the IGC samples 
densities of 96% - 98% were measured and wet chemical analysis showed up to 6% impurities 
(H, O, N) [10]. X-ray measurements of IGC samples showed mean grain sizes of 23 nm over 
four samples with a standard deviation of 4 nm and with strains of 0.12 ± 0.02 % for the 
<111>/<222> family of planes. The ED Nickel exhibited a mean grain size of about 18 nm and 
a high internal strain of the order of 0.4% for <lll>/<222> planes. TEM results of ED samples 
showed a slightly higher grain size. Some bigger grains, up to 40-60 nm were observed, some of 
them showing twinning (~ 5%). Because of high strain fields in some grain aggregates (Fig. 1(a)) 
visualised by the bowed Moire fringes observed in TEM, single grains were difficult to 
distinguish. Selected area diffraction (SAD) patterns (Fig. 1(a)) confirm the high strain in the 
sample by the presence of ellipsoidal spots. The SAD pattern reveals also the presence of texture 
along the <111> planes. The preferential orientation can also be observed in the bright field 
image by the little contrast between grains (Fig. 1(a)). Texture was only observed at higher 
magnification in SAD patterns of areas of 0.05 to 0.5 microns diameter. In summary, the initial 



microstructure of the ED samples shows local regions of mainly small angle grain boundaries, 
that are confined by high angle grain boundaries. The textured regions are small in size so that 
no texture can be detected by X-ray diffraction. 
TEM analysis of IGC samples showed grain sizes between 20 to 100 nm with a typical size of 30 
nm. The grains are randomly oriented and no texture can be observed even at high magnification 
(Fig. 1(b)). Clear distinct spots in the SAD pattern indicate less strained grains. About 10 % of 
the grains could be counted as twinned by tilting the specimen. 

Figure 1. (a) and (b). Bright field images with its SAD patterns of the as received samples for ED Nickel (a) and IGC Nickel (b). 
The sizes of the SAD patterns are approximately ISO to 200 nm. In F.D high strain is visible by the bowed Moire fringes. IGC Ni 
shows much less strain with mostly distinct high angle grain boundaries. 

TENSILE TESTS 

Figure 2 (a) and (b) show the stress-strain curves for respectively the ED and the IGC samples at 
different temperatures and a strain rate of 10"4 s"1. At room temperature little plasticity with 
ductile fracture surfaces is observed in the ED samples, whereas the IGC broke in a brittle 
manner in the elastic region, probably due to the propagation of microcracks along the pore 
volume. In both types of material, a transition temperature from little plasticity and high flow 
stress to significant plasticity at low flow stress can be observed. In the ED samples the 
transition temperature is between 250 and 280°C. The transition temperature for the mechanical 
behaviour agrees with the onset temperature for instantaneous grain growth, as described in 
Wang et al. [11] and will be discussed in the next paragraph. The curve at 250°C shows irregular 
deformation behaviour. Temperature fluctuations, which are of the order of ±20°C with this type 
of heating system, might be the reason of the irregular behaviour, since 250°C is about the 
transition temperature. Maximal strain of about 50% is reached at 320 and 400°C. 
The tensile curves for the IGC samples in figure 2(b) show a similar change in plastic behaviour, 
although at a much higher onset temperature. No plasticity was observed below 400°C . The 
onset temperature for significant plasticity starts at about 500°C. Compared to the ED samples, 
maximal strain to failure is lower with 14% strain at 600°C. 
Further tensile experiments showed that the yield stress is dependent on the strain rate and is 
increasing as strain rate increases. 
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Figure 2(a) anil (l>). Stress strain curves at a strain rale of 10 * s 'fur various temperatures for ED Ni and ICC Ni. 

ANNEALING EXPERIMENTS 

In order to better understand the above tensile curves, annealing experiments on 3 mm TEM 
discs were performed, to study the influence of temperature without deformation on the 
microstructure. We compared the microstructure at annealing times of 30 sec., the elapsed time 
in the tensile machine prior to load, as well as the total time of the deformation experiment, i.e. 
the time until failure. 
After annealing an ED sample during only 30 sec. at ~300°C , just above the transition 
temperature to high plasticity, the ED sample showed huge almost instantaneous grain growth 
(Fig.3(a)). Grain growth can be described as abnormal in the sense of preferential growth of few 
grains to a grain of 0.5 microns size, while the surrounding small nanosized grains still show the 
original features. 

0.2 j/m 

Figure 3 (a) and (b). Bright field images with its SAD pattern1; having approximately the same size as that in the micrograph of 

ED Ni after annealing at ~300°C during 30 sec. fa) and during 15 min. showing abnormal grain growth. 3(a) shows big grains 

surrounded by nanosized grains, while after 15 ruin. (3(h)) all the nanosized grains are consumed by the big grains. 

Further annealing for ~15 minutes at ~300°C shows a continuous evolution of the matrix of the 
small grains, finally ending in a microstructure with grain sizes ranging between 0.2 and 2 
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microns (Fig.3(b)). Wang et al. [11] explained the abnormal growth by preferential enhanced 
grain growth in regions with small misorientation angles between adjacent grains. In our ED 
samples, similar regions of grains with preferred crystal orientations, which have small 
misorientation angles, have been observed. 
Annealing of IGC specimens for 30 sec. at ~300°C showed a similar broad grain size 
distribution as before annealing with a mean grain size of about 60 nm. A homogenous increase 
in grain size of about 30 nm reveals a normal grain growth. Although, heating for 15 minutes at 
the same temperature shows huge grain growth with grains of up to 3 microns together with 
groups of nanosized grains. That less grain growth at 300°C for 30 sec. is observed for IGC 
samples compared to ED ones could be possibly due to the presence of impurities in the grain 
boundaries, which can pin the boundaries. Annealing during 1 min. at 600CC, the temperature 
needed for significant plasticity, showed instantaneous grain growth. The microstructure 
consists of micron sized (0.5-2 microns) and nanosized grains, which is similar to the 300°C ED 
sample. The big grains are however in contact with each other and nanosized grains are mainly 
grouped locally together (Fig.4(a)). 

Figure 4.(a) and (b). Bright field images of IGC Ni after annealing at 600°C during lmin. (a) and daring 15 min. Both time and 
temperature correspond to the beginning and end point, where significant plasticity was measured. 4(a) shows big grains in 
contact with each other and nanosized grains locally distributed: 4(b) shows micron sized grains after 15 minutes annnealing, at 
the grain boundaries voids indicated by the arrow are eventually filled with gas. 

After annealing at 600°C during 15 minutes , grains have grown to sizes between 0.5 and 3 
microns and no nanosized grains could be detected (Fig.4(b)). Voids located at the grain 
boundaries which eventually fills with gas [12], indicate a migration of free volume and/or 
trapped inert gas to the grain boundaries during heat treatment. Inert gas might be incorporated 
during compaction. These are probably the reasons for reduced plasticity in IGC prepared nc Ni. 

DISCUSSION AND CONCLUSION 

The above mentioned tensile tests show that temperature is necessary for obtaining significant 
plasticity in nanocrystalline Ni and that in this regime plasticity goes along with low flow stress. 
Annealing without applying load, shows instantaneous grain growth at the temperatures where 
significant plasticity is observed. We therefore expect a strong relation between the dynamic 
change in microstructure and the deformation mechanism. The above mentioned results suggest 
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that plasticity is driven by grain growth. However, additional tensile testing revealed that grain 
growth alone is not a necessary condition for plasticity, since prior annealing of samples at 
320°C for 15 minutes before pulling at 320°C showed similar flow stress and 10% less plasticity 
as deforming without first annealing. 
To check if a coarser grained microstructurc, obtained by the instantaneous grain growth during 
the first 30 sec. annealing prior to load, might be the reason for the low yield strength and 
significant plasticity, ED samples where first annealed for 3 min. 40 sec. and 15 min. at 320°C 
and then pulled at 250°C. Stress -strain curves for these tests showed no significant plasticity 
nor low flow stress. This indicates, that the microstructure alone is not sufficient for large 
plasticity, but that the deformation temperature plays also a role. 
As suggested by Wang et al.[l 1] the temperature and the activation energy needed for grain 
growth is similar to the activation energy for grain boundary diffusion. Therefore it is likely that 
a diffusion controlled deformation mechanism can explain the large amount of plasticity. 
In summary, the difference in the initial microstructure at room temperature and the difference 
in grain growth results in higher strain values at lower temperatures for the ED Ni as compared 
to 1GC one. The increase in strain rate is linked to an increase in flow stress for both materials. 
The incorporation of impurities and the creation of pore volume in the 1GC during compaction 
leads to embrittlement of the grain boundaries and therefore less plasticity compared to ED 
Nickel. 

ACKNOWLEDGMENTS 

The authors gratefully acknowledge the support from the National Science Foundation under the 
grants of NSF-project 21-52451.97 

REFERENCES 
1. S.R. Agnew, B. R. Elliot, C. J. Young'sdahl, K. J. Hemkcr, and J. R. Weertman, in Modelling 

of Structure and Mechanics from Microscale to Product, edited by J. V. Carstensen, T. 
Leffers, T. Lorentzcn, O. B Pedersen, B. F. Sorcnscn, and G. Winthcr (Rise National 
laboratory, Roskilde, Denmark, p. 1, (1998) 

2. A. M. El-Sherik, U. Erb, G. Palumbo, K. T. Aust. Scripta Metall. Mater. 27, 1185 (1992) 
3. J.R. Weertman, D.Farkas, K. Hemker, H. Kung, M. Mayo, R. Mitra, and H. Van 

Swygcnhovcn, MRS Bull., Vol. 24, No. 2. pp. 44 (1999) 
4. R.Z. Valiev, R.K. Islamgaliev, I.V. Alexandrov, Prog, in Mat. Sei. 45, 103-189, (2000) 
5. S.X. McFadden, R.S. Mishra, R.Z. Valiev, A.P. Zhilyaev, A.K. Mukhcrjce, Nature 398 

(1999) 684-686. 
6. S.X. McFadden, A.P. Zhilyaev, R.S.Mishra, A.K. Mukherjee, Materials Letters 45 345, 

(2000). 
7. M. Zupan, K.J. Hemker, Met. and Mat. Trans. A, Vol. 29A, pp. 65, (1998) 
8. C.E. Krill and R. Birringer, Philosophical- Magazine- A-77 (3) 621-640. (1998) 
9. A.M. El-Sherik, U. Erb, J. Mater. Sei. 30 5743, (1995). 
10. J.F. Loftier, PhD Dissertation, ETHZ, Zürich, Switzerland, (1998) 
11. N. Wang, Z. Wang, K.T. Aust, U. Erb, Acta Mater. 45, 1655 (1997). 
12. P.G. Sanders, J.A. Eastman, J.R. Weertman, Acta Mater. Vol.46, No. 12, pp. 4195, (1998) 

B2.8.6 



Mat. Res. Soc. Symp. Proc. Vol. 634 © 2001 Materials Research Society 

Computer Simulation of Misfit Dislocation Mobility in Cu/Ni and Cu/Ag Interfaces 

Richard J Kurtz1, Richard G. Hoagland2 and Howard L. Heinisch, Jr.1 

'Pacific Northwest National Laboratory 
Richland, WA 99352 

2Los Alamos National Laboratory 
Los Alamos, NM 87545 

ABSTRACT 

The mobility of misfit dislocations in semicoherent Cu/Ni and Cu/Ag interfaces is determined by 
molecular dynamics and elastic band simulation methods. Cubc-on-cube oriented Cu/Ni and 
Cu/Ag systems were studied with the interfaces parallel to (010). Core structures of misfit 
dislocations in semicoherent interfaces are found to be quite different in these systems. In Cu/Ni 
the misfits have very narrow cores in the plane of the interface. Consequently, the shear stress to 
move these dislocations is large, ~1.1 GPa. The core width and hence the misfit mobility can be 
changed by placing the misfit away from the chemical interface. Placement of the misfit one- 
atom layer into the Cu increased the core width a factor of 1.6 and lowered the threshold shear 
stress to 0.4 GPa. The misfit dislocations in Cu/Ag interfaces, on the other hand, are wide and 
therefore are much more mobile. The threshold shear stress for misfit movement in Cu/Ag is 
very low, -0.03 GPa. 

INTRODUCTION 

Nanolayered bimetallic composites of semicoherent Cu/Ni and Cu/Ag prepared by co- 
deformation or physical vapor deposition techniques display near theoretical tensile strengths 
and substantial ductility [1]. Arrays of misfit dislocations exist in semicoherent interfaces to 
accommodate lattice parameter mismatch between the layers. The strength of the interface is 
controlled, in part, by the mobility of the misfits and interactions with glide dislocations. In this 
paper we apply elastic band techniques and molecular dynamics simulation methods to study the 
properties and attendant mobility of misfit dislocations in Cu/Ni and Cu/Ag interfaces. 

COMPUTATIONAL DETAILS 

The methodology we have used to calculate the atomic arrangements of interfaces have been 
described in detail previously [2] in connection with calculations of the structures of grain 
boundaries. For brevity, only an outline of the methodology is provided here. The model 
consists of a two-part rectangular computational cell. One part, Region 1, contains movable 
atoms embedded in a semi-rigid part, Region 2. The interface approximately bisects the model 
as shown in Figure 1. Equilibrium structures at T ~ OK are obtained via relaxation using 
molecular dynamics with an energy quench. The two crystals on either side of the interface are 
free to move and undergo homogenous strain in all three directions. This movement occurs 
during the relaxation via a viscous drag algorithm, i.e., the velocities and strain rates associated 
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with such motions are proportional to the net forces acting on each of the two crystals within 
Region 1. In addition, we employed a mapping scheme whereby average displacements within 
Region 1 were used to adjust the positions of individual atoms near the interface but within the 
surrounding Region 2. Periodic boundary conditions were employed parallel to the z-axis. 
Embedded atom method potentials of the Voter-Chen type [3,4] were used to describe the 
energetics of atomic interactions in the Cu/Ni and Cu/Ag systems. 

ty 

Region 2 

||i||::  Material A 
X 

|-|-|- Region 1  j-j 1 1 1 1 1 1 1 1 1 1 1 ► 
1 f- t . 
1         Material B 
1 
t M II M II M 1 

Figure 1. Schematic of the model. The interface is parallel to the x-z plane. 

Two techniques were used to introduce dislocations into the model. In one method the 
dislocations are directly introduced by application of the anisotropic linear elastic displacement 
field of a dislocation on an interface separating two elastically dissimilar materials [5] followed 
by relaxation of the model in the same manner as described above. The dislocation lines are 
parallel to the z-axis in all cases and the dislocation fields arc applied to atoms in both the 
movable and fixed regions of the model. Alternatively, misfit dislocations are spontaneously 
created when two semi-infinite, perfect crystals with different lattice parameters are joined 
together and relaxed. In this case, the long-range elastic portion of the dislocation is not present 
in Region 2, and consequently Region 1 contains an image field. However, the stress and 
displacement fields of a periodic array of such dislocations with spacing, d, have relatively short 
range, dying out with distance away from the interface. Thus, in composites where the spacing is 
less than the height of the model, it is not necessary to adjust the positions of the atoms in the 
adjacent Region 2 material. 

Dislocation positions and core sizes were determined from the disregistry, <I>, a vector composed 
of the components of the relative displacements on each side of the slip plane, i.e., 

<J> = u (1) 

where the displacement vectors, u, arc computed with respect to a reference crystal. Given a pair 
of atoms on either side of the slip plane, u+ is the displacement vector of an atom on the positive 
side of the slip plane and u" is the displacement vector of an atom on the negative side of the slip 
plane. 
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DISCUSSION 

The misfit dislocations that make a {100} interface between two FCC crystals semicoherent, in 
both Cu/Ni and Cu/Ag bilayer systems, have the shortest possible perfect Burgers vectors, 
a/2<l 10>. They are arranged as a nominally square grid with line directions parallel to <110> 
directions. The equilibrium misfit spacing, dc, depends on layer thickness, but, in the limit of 
semi-infinite layers, is about 96 A in Cu/Ni and 23 Ä in Cu/Ag. Such misfits remove the 
coherency stresses at distances from the interface greater than about de/2. 

It is instructive to compare the structure and properties of misfit dislocations artificially placed in 
single crystals of Cu, Ni and Ag to the same misfits that form at bilayer interfaces. Simulations 
were performed in which an a/2<l 10> dislocation was placed on a {100} plane in a Cu single 
crystal. The "misfit" dislocation is unstable and spontaneously dissociates into a Lomer-Cottrell 
(LC) lock composed of two Shockley partials, one each on the two-{ 111} slip planes that 
intersect the {100} plane. The Shockley partials are joined by stacking faults to an a/6<110> 
stair-rod that resides at the position of the original "misfit". This configuration has been called a 
Type I LC lock by Jossang et al. [6]. The lock is immobile under applied shear stresses parallel 
to the {100} plane. Misfits on {100} planes in bilayer systems display nascent dissociation, but 
complete formation of the lock is suppressed by large compressive coherency stresses present in 
the material with the larger lattice parameter. Application of a large tensile stress will overcome 
the compressive coherency stress and permit the LC lock to form. 

The mobility of misfits in Cu/Ni interfaces was explored by introducing a single misfit 
dislocation at the center of the model. The 96 Ä misfit spacing in Cu/Ni allows us to consider 
only one misfit dislocation since the elastic interaction with its neighboring misfit dislocations 
will be small for small movements. Two methods were employed to study misfit movement. 
One method involves the nudged elastic band technique, in which the energy differences to 
transition between two, fixed end-state atom configurations are determined. The method finds a 
minimum energy path connecting local minima on a multidimensional potential energy surface. 
Such methods are described in detail elsewhere [7]. Typical output from an elastic band 
calculation is shown in Figure 2. The stress to move a misfit was determined by 

 ]_&_ ,~\ 
bL dx. 

where b is the magnitude of the Burgers vector, L is the repeat distance along the z-axis and 
dElebc is the maximum slope of the relative energy change versus distance moved curve. The 
results in Figure 2 demonstrate that misfits located at the Cu/Ni interface are difficult to move 
requiring about 1.1 GPa. 

The effect of distance of the misfit from the chemical interface on the stress to move it was also 
studied. A misfit was inserted so that one atom layer of Cu separated the misfit from the 
interface. Elastic band calculations showed that the stress to move the misfit decreased 
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dramatically to about 0.4 GPa, Figure 3. Placing the misfit five layers into the Cu resulted in 
little additional decrease in slip resistance. Examination of the misfit core width provides a 
possible explanation for the increase in misfit mobility. When the misfit is located at the Cu/Ni 
interface the core width is about 1.17Ä, whereas when the misfit is separated from the interface 
by one atom layer of Cu the core width increased to 1.88Ä. Placement of a misfit one atom layer 
into the Ni increased the resistance to slip by almost a factor of four compared to inserting the 
misfit at the interface. This large increase in slip resistance is due to dissociation of the misfit 
into the LC lock. Large tensile coherency stresses in the Ni promote dissociation such that the 
Shockley partials actually penetrate the interface and enter the Cu. 

0.5       1.0       1.5      2.0       2.5       3.0 
Distance moved, angstroms 

Figure 2. Relative energy change and stress to move misfit dislocation at the Cu/Ni interface. 
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Figure 3. Dependence of stress to move the misfit dislocation on distance from the Cu/Ni 
interface. 
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As a compliment to the elastic band calculations, the threshold shear stress for misfit movement 
was also computed by direct application of shear strain to the model. For these cases, the 
relaxation procedure was modified slightly. The energy quench was turned off for the first 800 
time steps (5.6 ps) to give the misfit an opportunity to move in response to the applied strain. 
Assuming linear-elastic behavior the critical shear stress for misfit movement is given by 

where ecrit. is the critical strain to produce misfit motion and C44 is the average of the elastic 
stiffness coefficients for the two materials comprising the interface. Figure 3 shows that this 
procedure yields estimates of the threshold shear stress for misfit movement that is nearly 
equivalent to the elastic band results. 

The lattice parameter mismatch for Cu/Ag composites is much larger than for Cu/Ni multilayers 
so the misfit dislocation spacing is correspondingly much smaller. The properties of misfits in 
Cu/Ag are significantly different than in Cu/Ni. Misfit spacing is not uniform but varies 
periodically along the interface. The misfit core widths are also variable with some misfits so 
widely spread that core-core overlap occurs. For this situation, it is neither appropriate nor 
feasible to study the motion of a single isolated misfit since elastic interactions between misfits 
cannot be neglected. Consequently, misfit mobility was studied by applying shear strains to a 
relatively large model containing one complete period of misfits. The results are presented in 
Figure 4. In this figure, the stress dependence of the distance moved in 5.6 ps by each misfit as a 
function of its initial position is depicted. It is apparent that Cu/Ag misfits are mobile at very 
low applied stress levels (-0.03 GPa), and some misfits are more mobile than others. The most 
mobile misfits are those with the widest cores. Because of image forces present at the Region 
1/Region 2 border the movement of misfits in these areas is constrained. 

CONCLUSIONS 

1. The core structures of misfit dislocations in bimaterial interfaces significantly affect their 
mobility. Misfits with wide cores were more mobile than compared to misfits with narrower 
cores in agreement with the Peierls model. 

2. Misfit dislocations in Cu/Ni exhibit tight cores (-1.2 A) and are uniformly spaced at 96 Ä 
intervals. The stress to move misfits in Cu/Ni is high (-1.1 GPa) when the misfit is at the 
interface. The resistance to misfit motion in Cu/Ni decreases by about 2.5 and the core width 
increased by a factor of 1.6 when the misfit is placed so that one atom layer of Cu separates 
the misfit from the interface. Conversely, the stress to move misfits in Cu/Ni increased by 
almost a factor of four when the misfit is placed so that one atom layer of Ni separates the 
misfit from the interface. Such placement of misfits promoted LC lock formation, which 
significantly decreases misfit mobility. 

3. Misfit dislocations in Cu/Ag exhibit variable core widths and spacing. The stress to move 
misfits in Cu/Ag is low (<0.03 GPa) and those misfits with spread cores displayed the 
highest mobility. 
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Figure 4. Stress dependence of the distance moved in 5.6 ps plotted against the initial misfit 
position for the Cu/Ag interface. 
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ABSTRACT 

The precise measurement of thicknesses, mechanical properties, and film-substrate 
bonding qualities of sub-micron metallic films, multi-layers, and microstructures in a 
nondestructive way is of growing importance for the semiconductor industry as well as for 
MEMS manufacturers. 

Short laser pulses having durations of less than 100 fs are an ideal - not to say the only - 
way in order to provide sub-surface visualization in nanometer scale perpendicular to the film 
surface. 

In this investigation, an enhanced pump-probe set up is presented. A dual frequency 
modulation technique is implemented in order to eliminate optical and electrical cross talk 
between the excitational pump pulse and the measuring probe pulse. 

Up to the 5th acoustic echo in an aluminum film having a thickness of 50 nm on a 
sapphire substrate has been measured. From the time of flight and from the amplitude decay 
between the echoes the material properties of the film and of the substrate have been derived. 

Further directions of the on going research project are presented. 

INTRODUCTION 

Short laser pulses have been used for more than two decades in order to investigate 
structural properties in the field of solid-state physics. In 1986 researchers at Brown University 
[1] proposed the use of laser-generated ultrasound (i.e. phonons) for film thickness measurement 
in integrated circuit manufacturing. Since that time non-destructive pulse laser based ultrasonics 
is receiving growing attention because of its crucial advantage to provide mechanical and 
geometrical information about thin metallic films and layered microstructures in a fast and non- 
contact manner [2]. Therefore the technology can easily be integrated in a line production 
process. On the other hand the variety of applications was promoted by the availability of "easy 
to use" solid-state laser units. 

Nevertheless the authors believe that there is still much scope for further research and 
development of metrology- and subsurface visualisation techniques in that field. 

Compared with "classical" ultrasonics, used to inspect machine parts or airplane structures, 
in which the mechanical wavelength amounts 0.5 to 2 mm, wavelength of about 10-20 
nanometers can be achieved with laser pulses of 70 femtoseconds duration. The corresponding 
frequencies amount to 5 - 10 MHz and 0.3 - 0.6 THz, respectively. According to the authors 
experience metallic films can still be considered as a linear-elastic continuum for this particular 
wavelength range. 
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Figure 1. Simplified experimental set-up. 

However, the thinner the film or the structure to be investigated is compared with the 
wavelength, the more important is a profound quantitative analysis of the light-matter interaction 
shaping the form of the mechanical pulse. 

MEASUREMENT PRINCIPLE 

Laser pulses of 810 nm wavelength having durations of less than 70 femtoseconds arc 
created by a Titan sapphire laser at a repetition rate of 80 MHz. 

Following the laser pulses from the left to the right hand side (see figure 1), the beam is 
split into a pump beam carrying 90 % of the energy and a weaker probe beam by a partly 
transmitting mirror. The pump pulses are used to excite the mechanical waves thermo-elastically 
whereas the probe pulses are used to detect optical effects at the thin film surface, which are 
caused by the echoes of the initial mechanical pulse. The optical reflectivity at the film surface is 
scanned versus a variable relative time shift between a pump pulse and a corresponding probe 
pulse. This time shift is controlled with a variable optical path length. Provided that the 
difference of the acoustic impedances of the film and of the substrate is sufficient in order to 
create an acoustic echo heading back to the surface, the time of flight of the acoustic pulse 
propagating twice through the film can be measured. If the elastic properties i.e. the Young's 
modulus, the Poisson's ratio, and the density are known, the film thickness can be determined. 
Or, if the film thickness is known the speed of sound propagating perpendicular to the film 
surface can be measured. A crucial point of the method presented above is that the quantity to be 
measured i.e. the optical reflectivity change caused by the acoustic echoes AR, is very small. 
Therefore some further improvements had to be added to the set-up shown in figure 1: 
In order to avoid optical cross talk between the excitation and the detection, the pump and the 
probe beam propagate in different polarization planes. Furthermore the pump and the probe 
beam are modulated at different frequencies and a dual lock-in amplification scheme is applied 
to extract the signals of interest. This set up has an estimated sensitivity AR/R of about 10"5 and 
has shown to be sufficient to measure up to the 5th echo in a 50 nm aluminum film on sapphire. 

B3.3.2 



caused by the 
stress 

(tensile stress) 

Robearives 
v*i2ndedx3 

Probe arrives 
between echoes 

Relative 
time delay 
between 
probe and 
pump pulse 
[ps] 

Figure 2. Idealized intensity curve of the measured probe beam vs. relative time delay between 
the pump- and the probe pulse for a 50 nm aluminium film on a sapphire substrate. 

Figure 2 shows an idealized intensity curve of the optical reflectivity at the surface versus 
a relative time scale having its origin at the pump pulse arrival. The optical reflectivity properties 
are mainly governed by thermal effects (dashed line). Superimposed the effects of mechanical 
strain caused by the acoustic echoes are visible (solid line). Reading the diagram, shown in 
figure 2, from the left to the right, one can see that the reflectivity remains constant as long as the 
probe pulse arrives prior to the pump pulse. If the pump and the probe pulse arrive at the same 
time, a strong thermal reflectivity change can be identified. Since the heating pump pulse is 
much shorter than the thermal relaxation time of the surface region, the thermal reflectivity is 
assumed to decay exponentially. On the right hand side the reflectivity changes caused by the 
mechanical strain reaching the surface are visible. 

Time of flight of the acoustic pulses is not the only information that can be extracted 
from a measured reflectivity curve: Considering the shape of two consecutive echoes one can see 
that its shape is inverted. The reason for this shape inversion is the fact that in the case of an 
aluminium film on a sapphire substrate, the acoustic impedance of the substrate is higher than the 
one of the film. The reflected part of a compressive stress pulse, which is generated at the film 
substrate interface, is a compressive stress pulse as well. When this compressive stress pulse 
reaches the free surface it is converted to a tensile stress pulse, which is reflected back into the 
film. Taking off the effects of the thermal reflectivity, one can quantify the acoustic impedance 
of the substrate by measuring the amplitude decay of the mechanical echoes. Thus a non- 
destructive, sub-surface material characterisation in nanometer scale is possible. 
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Figure 3. Measured reflectivity change caused by the mechanical strain of the echoes only for a 
50 nm aluminium film on sapphire (thermal reflectivity change is eliminated). 

The diagram in figure 3 shows the first five acoustic echoes after the effects of the 
thermal reflectivity change have been eliminated. The average time of flight for an acoustic pulse 
travelling to the film/substrate interface and back to the surface amounts to 17.3 ps. Assuming 
the film thickness to be exactly 50 nm this would lead to a speed of sound of 5780 m/s in the 
aluminium film. Compared with common handbook values this result is within a 10% error limit. 
On the other hand, if the speed of sound is assumed to be 6100 m/s the measurement presented 
above would lead to a film thickness of 52.8 nm. Since a detailed calibration has not been 
performed yet, the question which of the assumptions above is closer to the reality is open. 

Analysing the amplitude decay between the first three echoes leads to the following 
results: 
The acoustic impedance is defined as the product of the density and the speed of sound: Z:=p cp. 
For two neighbouring materials the force reflection coefficient (see equation 1) describes the 
fraction of stress that is reflected. 

Zi 

Z\+Zi 
(1) 

With Zaluminium=1.647*107 Pa s/m and ZS!Wi,irc=4.086* 107 Pa s/m a force reflection coefficient of 
0.43 is expected. 
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Provided that the optical reflectivity change is linearly depending on the mechanical strain the 
force reflection coefficient can be determined from the amplitude decay seen in figure 3. The 
measured force reflection coefficient amounts to 0.54. This is astonishing since neither material 
damping nor the effects of an imperfect bonding which would reduce the expected value, are 
taken into account. So the most possible reason for the difference between the predicted and the 
measured value is that the material parameters on which the predicted value is based are not 
correct. 

DISCUSSION AND FURTHER DIRECTIONS 

The measurements shown above represent preliminary results of an ongoing research 
project. The time of fight and the amplitude decay measurements have shown to provide 
reasonable results in a rapid and non-contact manner. Further improvements can be achieved by 
optimising various parameters of the experimental set-up. Pulse shape analysis is performed by 
implementing a two temperature model according to Qiu et. al. [3] in order to extract material 
parameters with higher accuracy. Results will be published elsewhere. 

To make the method applicable to three-dimensional microstructures like MEMS devices 
several techniques are developed in order to obtain higher lateral resolution. 
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ABSTRACT 

The theoretical calculations of the positron response to different types of defects can be 
very helpful in order to interpret properly positron measurements. In this contribution a 
new computational technique to determine positron properties in nanocrystalline materials 
is presented. In such calculations we employ the realistic models of n-materials obtained 
using molecular dynamics. The new technique is based on the so-called atomic 
superposition method where atomic densities are superimposed in a selected region of the 
model (virtual) sample to approximate the electron density of the system. We study the 
virtual samples of n-Cu, n-Ni, n-NiAl, and n-Ni3Al, for which we calculate positron 
lifetimes and positron binding energies corresponding to defects located in selected regions 
of the samples. The regions of interest for positron calculations comprise grain boundaries 
including triple points, nano-voids, and bulk-like regions. 

INTRODUCTION 

Nanocrystalline materials attract attention of scientists due to their interesting 
properties, underlying physics of which is not yet well known in many cases. The detailed 
knowledge of the structure of n-materials is of primary importance. In such materials an 
important fraction of their volume is constituted by inter-grain interfaces. 

Positron annihilation spectroscopy (PAS) [1] is an efficient tool to study open volume 
defects which are hardly accessible by other techniques, e.g., by widespread transmission 
electron microscopy (TEM). For instance, PAS techniques are able to detect single 
vacancies in concentrations as low as 0.1 ppm. On the other hand, one cannot observe 
single defects in contrast to TEM, but annihilation events from the whole sample are 
summed in a spectrum and one has to make an appropriate evaluation of the spectrum and 
subsequent interpretation because not only one type of defect can be present in the sample. 

There have been many positron lifetime experiments on nanocrystalline materials (see, 
e.g., [2]). Usually, four components are observed in measured spectra. The longest 
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Figure 1: Layers with thickness 0Ä taken from, (a) Cu sample SF1 and (b) NiuAl sample CA2. 
Atoms in the. perfect lattice, are marked by circles; other symbols denote atoms at grain boundaries 
and close, to voids.  The examples of cuts chosen for positron calculations are also shown. 

component (with a small intensity) in the nanosecond range is attributed to the 
annihilation of ortho-positrcmium (o-Ps). Two shorter components are associated with 
positron annihilation in small free volumes: nano-voids and grain boundaries (GBs). The 
shortest component corresponds to delocalized positrons annihilating inside grains. In the 
present, paper we try to give an explanation of the measured lifetime components (not 
considering the o-Ps one) using the microscopic models of the studied n-materials. 

METHOD 

The simulations of the structure of selected n-materials were performed using 
molecular dynamics (MD) simulations. In the case of binary alloys, the Metropolis Monte 
Carlo (MC) technique was combined with MD in order to study segregation effects (see [3] 
for details). Two types of virtual samples were examined (see figure 1). Starting atomic 
configurations for the 'cluster assembled' (CA) samples were created using several 
nano-grains placed randomly in space. As for the 'space filling' (SF) samples, centers of 
grains are randomly placed into a box and grains are 'growing' so that they fill up 
completely the box. Then, these starting configurations were pressed to 2GPa at 300 K 
using the MD technique. In the ease of binary systems. MC simulations are performed at 
300K after the release of pressure. For NiAl and Ni3Al both types of samples contain 
about 100 thousand atoms. The Cu and Ni samples with about 100 and 300 thousand 

atoms were studied. The grains in virtual samples have sizes up to 80 A. 
To calculate the positron properties of interest, the atomic superposition (ATSUP) 

technique [4] was used. It is a non-selfconsistent technique which makes use of the atomic 
densities and electron Coulomb potentials of all atomic species in the system considered in 
order to approximate the electron density and Coulomb potential of the system. More 
specifically, the electron densities and Coulomb potentials are superimposed numerically on 
a three dimensional (3D) mesh according to the atomic structure of the system supposing 
its periodicity. The total positron potential is constructed as a sum of two parts 
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V+ = —Vcoui + Vcmr: Vcoui being the electron Coulomb potential originating from the 
superposition of atomic potentials (the '—' sign is due to the opposite charge of positrons) 
and Vcorr is the correlation potential which is supposed to depend on the electron density 
ri- obtained in the same way as Vcmi- Then, the Schrödinger equation for positrons 

(T + V+)^+ = E+7l>+ (1) 

is solved using a conjugate gradient method [6] on the 3D mesh and the positron ground 
state ii>+ and energy E+ are obtained. In the above equation, T stands for the kinetic 
energy operator. The positron lifetime r is calculated using the following formula [5] 

1/r = nrlc / 7i_(r)n+(r)7[rc_(r)] dr, (2) 

where re is the classical electron radius, c is the speed of light, the positron density 
n+ = |'0+|2: alK' 7 5s the so called enhancement factor describing the pile up of electrons 
around the. positron. The positron binding energy to a defect is determined as the positron 
energy difference between the delocalized positron state and the positron state 
corresponding to the defect. In our calculations the parametrization of ~/[n ] and Vmrr[n ] 
according to Ref. [7] was employed. 

However, we had to modify the ATSUP technique to allow the treatment of 
n-materials. First, virtual samples are too big to be taken as one cell for positron 
calculations and smaller regions ('cuts') have to be considered. In general, a box 
(parallelepiped) containing a region of interest is 'cut' from a virtual sample. But such a 
cut is not periodic. Nevertheless, the electron densities and electron Coulomb potentials 
are first superimposed for all atoms in the cut assuming its periodicity, but for further 
considerations a smaller (inner) part of the cut is taken into account to avoid an influence 
of the 'false' (imposed) periodicity.1 The positron potential is then determined using the 
Coulomb potential and correlation potential as described above. Furthermore, we adjust 
appropriately the positron potential at the sides of the smaller cut to omit artificial shallow 
positron traps at these sides.2 To be precise, the value of the positron potential V+ at the 
side is set to a certain value Va. However, if VL > V0, V+ remains unchanged. Vn is chosen 
to be equal to (or slightly lower than) the positron energy in the defect free material. In 
this way the positron is 'forced' to stay in the cut and a physically reasonable behavior of 
the positron wave function is ensured. The results presented in the next section are nearly 
insensitive to the choice of V0 (if the above rules for Vo are respected). 

After these adjustments the cut can be considered to be quasiperiodic, as V+ is set to 
Vo nearly everywhere at the cut sides, and the periodic boundary condition for the positron 
wave function can be applied when solving the Schrödinger equation. As the selected box 
can contain more positron traps, we extended the ATSUP method so that it is possible to 
look for more positron states [6]. In our calculations we use typically cuts with dimensions 
20x20x20 Ä3 (see figure 1) employing the 3D-mesh spacing about 4 points/Ä. 

1Whrai superposing the atomic potentials (densities) at a given mesh point, all atoms in a sphere with a 
certain radius are considered. If such a point is close to the cut side, the sphere 'folds' to the other cut side 
and in this way two atoms from the opposite sides of the cut, may "become too close or too far (as the cut is 
non-periodic) giving thus unrealistic contrihutions to the potential (density) at the considered point. 

2Due to the non-periodicity of the cut, regions with a lowered positron potential can be present at the 
cut sides. These regions attract positrons. 
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Table I: The results; of calculations (if the positron lifetime (r) and binding energy to defects (Rft) 
for n-Cu and n-Ni. 

Kample 
bulk-like regions 

r (ps) 
grain boundaries 

T (1»)             E,, (eV) 
Cu - SFl 
Cu - SF2 

112 113 
112-113 

124 120              0.5 
126 132; 174    0.5-0.7: 1.5 

Ni- SFl 
Ni - SF2 

99-ion 
100 

122-137            1.4-1.8 
120 137           1.4 1.8 

RESULTS 

Cu and Ni 

Two SF samples with the grain sizes 50 and 80 A (labeled further as SFl and SF2. 
respectively) were studied in the case of Cu and Ni. A layer with a thickness of GA taken 
from the Cu SFl sample is shown in figure la to demonstrate the structure of n-Cu. Tn this 
figure examples of cuts (their projections onto the layer) are also plotted. An analogous 
plot for Ni would look very similar to figure la. The results of positron lifetime calculations 
arc summarized in table I. The positron binding energies to defects arc also specified in this 
table. Each specified range is deduced from the results obtained for several cuts. 

It is important to note that the positron lifetimes calculated for bulk-like regions 
(centers of grains) agree well with the lifetime obtained for defect free (periodic) material 
for which we are getting 109 and 97ps for Cu and Ni, respectively (cf table I). Because 
one can expect that bulk-like regions will have similar position properties as the perfect 
material, this is a simple test of adequacy of our computational method. 

As for grain boundaries, we can see that the corresponding positron lifetimes exceed 
the bulk ones only by 10    20ps in the case of C'u and 20    40ps for Ni. This indicates that 
the free volumes connected with GBs are rather small; smaller than the free volume 
associated with single vacancies. However, in one cut in the Cu SF2 sample we observed at 
the grain boundary a defect having a lifetime of 174 ps, which corresponds to a single 
vacancy. In table I we did not specify results for triple points, which are common points of 
three or more GBs. The corresponding lifetimes and binding energies are similar to those 
obtained for GBs (see table I). 

Finally, we could see that the positron lifetime corresponding to positrons trapped at 
GBs exceeds the bulk lifetime more in n-Ni than in n-Cu. This is also reflected in the 
binding energies. Namely, we determined the average binding energy of positrons in Ni to 
be about l.CeV, whereas in Cu it is O.GeY only (see table I). This means that the positron 
traps at GBs in n-Ni are somewhat deeper than those in n-Cu. This effect should be 
reflected by a difference in the grain boundary structure of n-Cu and n-Ni, which will be 
the subjeel of another study. 

In Cu and Ni virtual samples, there are no nano-voids (see figure la) and we cannot 
present any results concerning positron trapping in them. 

NiAl and Ni3Al 

We will continue with results regarding binary systems. We studied the CA samples 
(see figure, lb for an example) and in the case of Ni.iAl we examined also the SF samples. 
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Table II: The results of calculations of the positron lifetime (T) and binding energy to defects (Ef,) 
for n-NiAI and n-NijAl. Aß is the difference between the chemical potentials of Ni and Al. 

bulk-like regions grain boundaries 
sample AM (eV) r (ps) r (ps) E„ (eV) 
Ni;,Al - SF1 0.0 104 180-213 4.5-5.9 
Ni3Al - SF2 0.6 106 183-225 4.2-5.4 
Ni3Al - CA1 0.0 107 118-124; 175 0.9; 2.7 
Ni3Al - CA2 0.6 108 124-126 0.6 
NiAl - CA1 1.0 123-124 134-194 0.6-2.2 
NiAl - CA2 1.6 123-129 148-192 0.6-2.1 

The effect of segregation of Al was taken into account by fixing the difference between the 
chemical potentials of Ni and Al in MC simulations. The corresponding differences are 
specified in table II. The case with the lower (higher) difference corresponds to the 
situation with no (maximum) segregation at GBs (see Ref. [3] for details). The results of 
positron calculations are also shown in table II. 

Concerning positron annihilation in grains, we are getting lifetimes which are very 
close to the value 105 ps for the perfect Ni3Al material. In the casse of NiAl, we obtained 
115 ps, which slightly differs from the values of about 125 ps calculated for bulk-like regions 
in NiAl virtual samples. This deviation originates from the slightly different atomic 
volumes in perfect NiAl and the bulk-like regions in the 11-NiAl samples. 

Table II shows a large difference between the lifetimes of positrons annihilating at 
grain boundaries in the SF and CA samples of Ni3Al. In particular, the GBs in SF samples 
exhibit much larger free volumes (one to three vacancies) compared to the CA samples, 
where the situation is similar to the n-Cu and 11-Ni SF samples discussed above. This is 
also reflected in the positron binding energies to defects shown also in the table. In the 
case of NiAl, the range of lifetimes corresponding to GBs is quite wide. The maximum size 
of free volumes corresponds approximately to single vacancies. As for segregation, it seems 
that there is no apparent effect on the studied positron characteristics. 

Concerning nano-voids, again there are no such voids in SF samples. On the other 
hand, in the CA samples there are large voids which create networks (see figure lb). We 
cannot perform any calculations for such voids because we would have to take the whole 
samples as 'cuts' for positron calculations, which is not managable. Anyhow, the 
corresponding lifetimes would be very large (close to 500 ps) and this is not observed 
experimentally. Hence, nano-voids are not properly represented in the studied samples. 

The results for both Ni-Al systems presented above are compared in detail with 
available experimental data in Refs. [8] and [9]. Here we give only the essential point. The 
shortest lifetime components observed in NiAl and Ni3Al are 224 and 185 ps, respectively. 
The lifetime value for M3AI fits to the lower end of the calculated ranges for the SF 
samples (see table, II) and, therefore, the corresponding model seems to describe reasonably 
the GBs in n-Ni3Al. Concerning NiAl, the measured value lies slightly above the calculated 
ones. However, one may expect that, the SF model would result in values comparable with 
experiment. On the basis of our lifetime calculations, we can state that the above 
mentioned experimental lifetime components can be attributed to positrons annihilating in 
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small open volume defects located at the grain boundaries of nanocrystallinc samples. 

CONCLUSIONS 

We presented the results of positron calculations in several nanoeiystalline materials. 
These materials were modeled using molecular dynamics and Monte Carlo techniques. We 
concentrated on the positron lifetime - as a measure office volume in materials - and 
calculated this quantity for selected regions of the studied n-niaterials. The presented 
simulations of positron lifetimes allowed for the verification of the interpretations of earlier 
experimental lifetime data for n-materials. In particular, we proved that one of the lifetime 
components observed in measured lifetime spectra corresponds to positrons annihilating at 
defects associated with grain boundaries. Such defects have sizes from one to several 
vacancies. 
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ABSTRACT 

Positron lifetime spectroscopy is an effective tool to study various types of defects in 
materials including nanostructured ones. The size of free volumes associated with defects can be 
estimated using the lifetime components found in the measured spectra. Positron lifetime 
experiments are performed on nanocrystalline Ni-AI samples synthesized by the inert-gas 
condensation technique. The samples are further characterized by means of X-ray diffraction, 
electron diffraction and microscopy techniques as well as density measurements. In the lifetime 
spectra we observe three lifetime components corresponding to different annihilation sites in the 
samples. These lifetimes are compared with the results of simulations of positron lifetimes in 
modeled Ni-AI samples obtained using molecular dynamics and Monte Carlo calculations. 
Finally, we present positron lifetime results for nanocrystalline Ni3Al samples which were 
produced or annealed at different temperatures. 

INTRODUCTION 

Positron lifetime spectroscopy is a well-established technique to study open volume 
defects in solids [1]. The positron lifetime is primarily determined by the average electron 
density seen by the positron [2]. In a defect-free solid, the positron lifetime is a characteristic of 
the material. Positrons can get trapped into defects due to the formation of an attractive potential 
at open volume defects such as vacancies, vacancy clusters, dislocations, etc. When the positron 
is trapped into such a defect, its lifetime increases as a function of the defect size due to the 
locally reduced electron density. In large open volumes, positronium can be formed which is a 
bound state of a positron and an electron, analogous to a hydrogen atom. 

Nanocrystalline materials are a big challenge for positron lifetime spectroscopy due to the 
complexity of their structure. In this work, positron lifetime experiments in nanocrystalline Ni-AI 
samples with different composition are described. In these binary alloys, effects like segregation 
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at the grain boundary interfaces and chemical ordering play an important role in the 
microstructure. 

EXPERIMENTAL DETAILS 

Ni-Al nanocrystalline powder was produced by the inert-gas condensation technique [3] 
and compacted into pellets at 2GPa at room temperature (RT). The original coarse-grained Ni-Al 
samples had two different compositions: 73 at% and 62 at% Ni. The corresponding 
nanocrystalline samples will be referred to as sample A and B respectively. The samples were 
characterized by X-ray diffraction (XRD), transmission electron microscopy (TEM), energy 
dispersive X-ray analysis (EDX) and selected area electron diffraction (SAED). The density was 
determined by the Archimedes immersion method. 

A coarse grained NijAl sample was prepared to be used as a reference sample. It was 
annealed at 1200 K for 100h to obtain a homogeneous pellet. Its composition was determined to 
be N176AI24. To create vacancies, this sample was irradiated at RT with 2 MeV electrons at the 
LINAC facility [4] at the University of Ghent up to a dose of lxlO18 eVcm2. 

Positron lifetime spectra were measured using a conventional fast-fast lifetime 
spectrometer with a resolution (FWHM) of about 220 ps using the sandwich arrangement. The 
positron source (about 0.4 MBq) was made by evaporating 22NaCl onto a standard kapton foil (7 
(im thickness), which was then sealed with another one. In order to avoid electronic drifts during 
the measurements, the complete set-up was temperature controlled. In that way, the peak 
position was stable within half a channel (using a channel width of 20 ps). The number of counts 
in each spectrum (after background subtraction) exceeded 15xl0f'. The spectra were analyzed 
using the multi-component fitting program LT by Kansy [5]. 

RESULTS 

Characterization 

The results of the electron microscopy experiments and density measurements arc shown 
in Table 1. EDX measurements, obtained from different regions but with fixed experimental 
conditions yielding an estimated precision of 2%, show that the composition of sample A is 
somewhat more uniform in comparison to sample B where local variations between 59 at% and 
65 at% Ni were found. SAED measurements show the presence of the LI 2 phase in sample A. In 
sample B the metastable Llo martensitic phase was found beside the stable B2 and LI2 phase, 
which is in agreement with the phase diagram of Ni-Al. The grain size distribution is for both 
samples about the same but for sample B also some bigger grains with sizes up to 30 nm were 

Table 1: Overview of the sample characteristics 

Ni73Al27 (sample A) Ni^Al^s (sample B) 
Composition 72 at% - 76 at% Ni 59at % - 65 at% Ni 

Phases LI, B2,L12, Ll0 

Grain size 8nm- 14 nm 5 nm - 15 mn 
Density 89% 75% 
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found (for more details see [6]). The density of sample A is about 89% of the theoretical density 
for this composition. Sample B has a much lower density. 

The lifetime of (free) delocalized positrons in the reference sample was 115 ps. For the 
irradiated sample a lifetime component of 182 ± 1 ps was found. Both values are in good 
agreement with literature (see e.g. [7,8]). 

The positron lifetime spectra for both samples could be analyzed using three discrete 
components. The results are summarized in Table 2. There is no signal from delocalized 
positrons. This is due to the fact that the positron diffusion length in metallic systems is of the 
order of 100 nm [9], which is much longer than the grain sizes in the samples studied here. 
Because the distance between defects in n-materials is of the order of the average grain size, all 
positrons can get trapped into defects. In this context it is useful to note that in the case of n- 
materials, one can expect positron diffusion along grain boundaries in contrast to coarse-grained 
materials where positrons diffuse inside grains. 

The shortest lifetime of sample A is comparable with the vacancy lifetime of the 
irradiated coarse-grained NijAl sample. According to a simple model proposed by Schaefer [10], 
this signal originates from vacancy-like defects situated in the grain boundaries. In sample B, this 
lifetime is somewhat larger. In both samples a second lifetime of more than 400 ps was found. 
This is an indication for the existence of nano-voids. In order to estimate the size of these voids, 
lifetime calculations in well-known defects were performed in NiaAl [11], (see also Figure 1). 
From these calculations, it was concluded that the nano-voids have a size of about 10Ä. 
Concerning the intensities, one can see a clear difference between both samples; in sample B, 
relatively more positrons are found to annihilate in the vacancy-like defects. 

The third lifetime is due to the formation of ortho-positronium. In this case, there is no 
significant difference between both samples concerning the lifetimes and intensities. 

Simulations 

In order to check the lifetime results given above, positron lifetime calculations were 
performed in modeled nano-structured samples. These 'virtual' samples were created using 
molecular dynamics and Monte Carlo simulations (see [12] for more details). Two different 
compositions were used: n-NiAl (having a B2 structure) and n-Ni3Al (Lh structure). For the 
latter composition, two different configurations were considered: space-filling (SF) and cluster- 
assembled (CA) samples, whereas only CA configurations are available for the B2 case (see [12] 
for further explanations). For the positron calculations, specific parts of the modeled samples 
were taken such as bulk-like regions, grain boundaries, triple points and nano-voids (see [13] for 
more details about these calculations and the results). Here only a short overview of the results is 
given: for the bulk-like regions in the NisAl samples, lifetimes of about 104 up to 108 ps were 
found for both the CA and SF samples which agree quite well with the value of 105 ps calculated 
in perfect Ni3 Al (see also Table 3). In the NiAl samples, lifetimes of about 123 -129 ps were 
found which is somewhat higher than 115 ps calculated in perfect NiAl. As mentioned before, no 
signal from these regions could be found in the experiment due to the small grain sizes. 

Table 2: Positron lifetime results in sample A and B 

Ti(ps)       T2(ps) T3(ns)        Ii(%)       M%)~    h(%) 
Sample A      181 ±1      427 ±1      2.8 ±0.05     43 i 1       55 ± 1       2.0 ±0.5 
Sample B      224 ±1      443 ±2     2.8 ±0.05      61 ± 1      37.5 ± 1      1.5 ±0.5 
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Figure 1: Positron lifetime and binding energy at function of defect size. 

The results for the grain boundaries are summarized in Table 4. For NijAl, big 
differences between the SF and CA samples were found: in the SF samples, defects with size 
from 1 to 3 vacancies were found which agree quite well with the experimental values. In the CA 
samples, the lifetimes are only about 20 ps higher than the bulk values. Vacancy-like defects 
were found only in a few grain boundaries. In the NiAl samples, a variety of defect sizes was 
found ranging from almost perfect NiAl up to vacancy-like defects. As for triple points, i.e. 
intersections of three or more grain boundaries, about the same values as in the grain boundaries 
were found for both compositions. 

Concerning the nano-voids, the situation is completely different; in the SF samples, there 
are no nano-voids, which is inherent to the technique used for the construction of these samples. 
There are lots of voids in the CA samples but they are mostly interconnected and form a 
'network' that is too big for the calculations. Anyhow, such big voids would result in lifetimes 
which would be apparently larger than those observed in the experiment. 

The third lifetime could not be calculated as this lifetime originates from positronium. 
Within the current limits of our technique, we are not able to calculate positronium lifetimes in 
nano-voids. 

Table 3: Results of the positron lifetime calculations in bulk-like regions 

Ni3Al(Ll;) NiAl (B2) 
SF 
CA 

104 ps   106 ps 
106 ps- 108 ps 

/ 
123 ps-129ps 

Table 4: Results of the positron lifetime calculations in grain boundaries 

Ni,Al (Ll2) NiAl (B2) 
SF 
CA 

180ps-225ps 
118 ps-124 ps and 175 ps 

/ 
134- 194 ps 



Temperature effects 

In order to change the defect sizes, the temperature was varied during and after the 
compaction of nanocrystalline Ni3Al. The temperature during compaction varied between RT 
and 500°C. The positron lifetime results are shown in Table 5. The temperature treatment had 
almost no influence on the shortest lifetime and its intensity, whereas the positron lifetime of the 
nano-voids decreased from 424 to 343 ps, corresponding to a decrease of the size of the nano- 
voids from 10 Ä to 6.5 Ä (see Figure 2). No significant changes were found in the ortho- 
positronium contribution. Furthermore, two samples compacted at room temperature were 
annealed at 200 °C and 300 °C. They both revealed a lifetime of about 340 ps but with a small 
difference for the relative intensity (see Table 6). This lifetime is comparable with the lifetime 
observed for the sample compacted at 500 °C. However, the amount of positrons annihilating in 
nano-voids is larger compared to the non-annealed samples. This indicates a larger concentration 
of nano-voids in the annealed samples. 

Table 5: Overview of the positron lifetime calculations in Ni3Al as function of the compaction temperature. The 
errors are comparable to the ones given in Table 2. 

Temperature (°C) T, (ps) T2 (ps) T3 (ns) I, (%) h(%) I3(%) 
25 181 427 2.8 43 55 2 
100 185 417 1.4 49 49.5 1.5 
300 183 410 1.3 47 52 1 
400 178 396 1.6 51 48 1 
500 186 343 1.3 44 54.5 1.5 

Table 6: Overview of the positron lifetime calculations in annealed N13AI. 

Annealing temp (°C) ti (Ps) 12 (ps) 13 (ns) I, (%) I2(%) I3(%) 
200 189 342 1.9 35 63.5 1.5 
300 183 339 1.6 29 70 1 
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Figure 2: Positron lifetime and corresponding free volume size as a function of temperature during compaction in 
nanocrystalline NijAI. 
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CONCLUSIONS 

Coarse-grained and nanocrystallinc Ni-Al samples were investigated by positron 
annihilation lifetime spectroscopy. In the nanocrystalline samples vacancy-like defects and nano- 
voids with sizes of about 10 A were found. These results were compared with positron lifetime 
calculations in modeled nanocrystalline samples. In one of the considered models, defects of 
about 1-3 vacancies could be found in the grain boundaries and at triple points, which agrees 
well with the experimental values. Nano-voids were not described correctly in any model 
considered. Temperature treatments of nanocrystalline Ni^Al resulted in a significant decrease of 
the size of the nano-voids. The vacancy-like defects at grain boundaries were not influenced by 
this treatment. 
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ABSTRACT 

Rapidly solidified AusoFe2o ribbons were prepared either by melt spinning or by solid- 
state quenching of a homogenised master alloy. The as-quenched sample displays a 
paramagnetic behavior indicating a perfect solid solution of Fe in the Au matrix. Subsequent 
anneals have been performed to induce the precipitation of Fe particles. X-ray diffraction 
technique have been exploited to determine the alloy microstructure. The structural stability 
have been studied by measuring electrical properties in isothermal and tempering condition. 
The variation of magnetisation and electrical resistance have been measured after submitting 
the samples to plastic deformation. A logarithmic relaxation of the electrical resistance is 
observed in all studied samples after deformation. Magnetic hysteresis loops have been 
measured in as-quenched and annealed samples at different temperatures. X-ray diffraction 
and magnetic measurements indicate that thermal treatments have been successful in 
inducing the precipitation of both bcc and fee Fe clusters. 

INTRODUCTION 

The Auioo-xFex magnetic system has been thoroughly studied since many decades 
owing to its notable magnetic properties at low and high temperature, including magnetic 
cluster formation, mictomagnetism, superparamagnetism, Kondo effect in various ranges of 
Fe concentration [1]. The AuFe alloy, usually consisting of very small Fe clusters (composed 
of a few adjacent Fe atoms) often associated with larger, superparamagnetic Fe particles, is 
known to be a spin glass [2]. These features make this alloy eligible as a system displaying 
giant magnetoresistance [3]. Metastable metallic alloys rapidly quenched from the melt are 
usually characterised by attractive physical properties [4]. Thermal treatments, acting to 
modify the structure and properties of Au-Fe metastable systems may lead to Fe precipitation 
and to a stabler configuration. The study of relaxation processes of magnetic and electrical 
properties, strictly connected to the intrinsic metastability of the alloy, becomes of particular 
relevance to gain a better knowledge of application-oriented properties. In particular, the 
electrical resistance in AuFe alloys has been shown to change with time after being submitted 
to mechanical deformation [5,6]. This peculiar behavior has been explained by off- 
equilibrium displacement of defects/vacancies induced by plastic deformation, whose 
relaxation is connected to the time variation of the electrical resistance [5,6]. 
In this work, the microstructural and compositional stability of rapidly quenched AugoFe2o 
have been studied and related to the relaxation of magnetic and electrical properties. 
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EXPERIMENTAL 

Au8i)Fe2ü alloys were produced either by rapid solidification from the melt (using a 
standard melt-spinning apparatus in vacuum), or by solid-state quenching. In the first case, 
continuous ribbons were formed (width 2 mm, average thickness 120 Jim), while in the latter 
one, platelets were obtained and subsequently laminated to a thickness of 150 (im. The 
samples for magnetic and electrical measurements were produced either by cutting ribbon 
pieces or by platelet punching. The composition (routinely verified by SEM and lattice- 
constant measurements through X-ray diffraction) was chosen in order to deal with a system 
paramagnetic at room temperature and above (the Curie temperature of homogeneous 
AusoFe2o occurs at 290 K) [7]. Low-tempcraturc furnace anneals for long times (up to 200 hrs 
at Ta = 593 K), i.e., well below the solvus temperature, were chosen in order to enhance the 
tendency towards heterogeneity of quenched samples, which arc supposedly fully 
homogeneous. In this system, homogenisation anneals usually involve much higher 
temperatures (Ta = 1173 K) [7]. 

Magnetic measurements were performed at a maximum applied field Hlrax = + 20 kOe 
in the temperature range 300 K. < T < 620 K by means of a vibrating-sample magnetometer 
(VSM). The measuring temperature was monitored by a compensated thermocouple placed in 
close proximity of the sample. Electrical resistance measurements were performed as a 
function of time and temperature by means of a standard four-probe technique with soldered 
contacts using a digital bridge. 

Selected samples were plastically deformed by applying a pressure of the order of 10 
MPa for a fixed time (10 s). Magnetic and electrical properties were studied as a function of 
deformation. The time evolution of electrical resistance and magnetization were studied on 
stressed annealed and as-quenched samples. 

RESULTS 

6000- 

4000- 

200O 

**. 

^ 

a) as-quenched 
b) annealed at 773 K 16h 
c) annealed at 673 K 16h + 773 K 16h 
d) annealed at 593 K for 1 week 

X-ray diffraction patterns of selected Au8oFe2o annealed and as-cast ribbons are 
reported in Fig. 1. The anneals resulted substantially ineffective in inducing massive Fc 
precipitation from the solid solution, because only the peaks of the solution Au-fcc arc visible 
in the spectra. The fee lattice constant a0 can be calculated by properly analysing the XRD 
patterns. As shown Table I the 
resulting an values stay almost 
constant for all heating 
treatments at Ta = 673 K. A 
slight increase in a<) is seen 
both in samples annealed for a 
much longer time at Ta = 593 
K and in those annealed at 
temperatures higher than 673 
K, indicating a slight reduction 
of the Fe content in the solid 
solution, related to a 
precipitation reaction. The 
maximum change in Fe 
content, estimated by X-ray 
diffraction data, is limited to 8.2 
%o after annealing at 773 K for 
16 hours. 
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Sample ao(A) % at. Fe 
as quenched 4.0239 ±6.1E-4 19.59 ±0.2 

673 K, 2h 4.0239 ± 3.4E-4 19.70 ±0.11 
673 K, 4h 4.0238 ±1.0E-4 19.62 ±0.30 
673K, 16h 4.0235 ± 4.0E-4 19.83 ±0.12 

593 K, 168h 4.0265 ± 2.0E-3 18.88 ±0.65 
773 K,16h 4.0285 ±3.8E-4 18.24 ±0.12 

16hat673K+16hat773K 4.0288 ±4.5E-4 18.14± 0.15 

Table I - Lattice constant of the Au8oFe2o solid solution and Fe concentration as a function of 
annealing. 

The variation of electrical 
properties have been measured in 
isothermal and tempering 
conditions. The electrical resistance 
is reported in Fig. 2 as a function of 
temperature for Au8oFe2o as-cast ,_. 
platelet (curve (a)), annealed at Ta =     g 
698 K for 16h (curve (b)) and S" 
annealed at Ta = 773 K for 16h 
(curve (c)). Sharp compositional or 
phase transitions are not observed in 
the as-quenched material (no abrupt 
resistance variation during heating 
and cooling). The room-temperature 
resistance value is seen to be lower in 
both annealed samples with respect 
to the as-cast material. As 
expected, for all studied samples R 
is seen to increase with increasing 
temperature up to a broad 
minimum occurring at T = 823 K. 
For T > 823 K, R increases again, 
eventually reaching the solid 
solution value. Further 
measurements were performed by 
submitting an as-received sample 
to the thermal history plotted in 
Fig. 3 (bottom). 

The time dependence of the 1x10.  2xl0.   3x10. 
electrical resistance, measured in 
isothermal conditions at the 
reported temperatures, is shown in 
Fig. 3 (top). These temperature values 
were selected in order to follow the 

Temperature (K) 
Fig.   2   -   Isochronal   resistance   variation   in   as- 
quenched and annealed Au8oFe2o. See details in text. 
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Fig. 3 - Time variation of electrical resistivity of an as- 
quenched sample of AugoFe2o submitted to the thermal 
history shown below. 

nucleation/growth process. The electrical resistance is observed to decrease as a function of 
time for T = 703 K. The same behavior is observed at a higher temperature (T = 798 K) 
which is close to the solvus line (approximately at T= 823 K). Room temperature mechanical 
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treatments inducing a plastic deformation were 
applied to as-cast and annealed ribbons in order to 
study their effect on structure-sensitive properties 
such as electrical resistivity and magnetic ] 
susceptibility. The electrical resistivity measured ! 

immediately after deformation appears to be higher 
than the value observed in the undefonned sample. 
The time evolution of the room-temperature 
resistivity, reported as the relative variation AR/R; 
% (defined as [R(t)-R(t=0)]/R(t=0) x 100]), is 
shown in Fig. 4 (top) for as-quenched and annealed 
AusoFe2o ribbons. All curves display a non- 
saturating logarithmic behavior. The normalised 
AR/Rj curves measured in the Au8oFe2o as- 
quenched ribbon and in a sample of pure Au are 
reported in Fig. 4 (bottom). 

Selected magnetization curves measured in 
an as-quenched sample after subsequent plastic 
deformations are shown in Fig. 5. It should be 
noted that in this case the magnetization is always linear 
with the applied field over the entire magnetic field- 
range, with no detectable hysteresis. 

The initial magnetic susceptibility % is reported in Fig. 6 as a function of the number 
of subsequent deformations. Susceptibility measurements were also performed as functions 
of time after a single plastic deformation. Immediately after deformation, the magnetization 
at H = 10 kOe (proportional to the magnetic susceptibility) is lower than the value measured 
before; M is seen to subsequently relax towards a higher value, corresponding to that of the 
unstressed sample. The time behavior of AM/Mj (defined as [M(t)-M(t=0)]/M(t=0) x 100]) is 
reported in Fig. 7. Although such a relaxation is again of logarithmic type, its kinetics 
appears to be slightly different from the one of the electrical resistance. 

1                  10 100 

time (s) 

1000         1000 

—»—Ail AQ r bbon           ^ 
—O - AUj.Fe. AO riDtim 

■ ^ 
, , , 

Fig. 4 - Isothermal relaxation of 
electrical resistivity of AusnFein 
after plastic deformation. 

DISCUSSION 

Electrical resistivity measurements in isothermal and tempering conditions 
(Figs 2-3) were performed in order to evaluate the alloy stability and to study the 
precipitation process kinetics. Transport properties have been usually exploited owing to their 
dependence on the transformations occurring in metastable systems. 

As shown in Fig. 2, the room-temperature resistance value of annealed samples is 
lower than the one of the as-cast material indicating a decrease of Fe content in the solid 
solution in the starting material. Moreover, the resistance increase observed with increasing 
temperature is presumably related to an enhanced formation of additional Fe clusters. The 
increase in R following the occurrence of the minimum indicates re-dissolution of Fe clusters 
and full homogenization of the solid solution. On the other hand, the decrease of the 
electrical resistance observed in isothermal conditions (see Fig. 3) at Ta = 703  K and Ta = 
798 K can be ascribed to the decrease of Fe concentration in the metallic matrix. By 
performing an isothermal treatment at higher temperature (898 K, for four hours), R is seen to 
approximately reach the initial value indicating a tendency to re-dissolution of Fe clusters in 
the matrix. The processes of particle formation from the solid solution and of particle re- 
dissolution in the solid solution arc therefore almost completely reversible. The electrical 
resistance relaxation reported in Fig. 4 may be ascribed to the annihilation of an excess 
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Fig. 5 - Room-temperature paramagnetic 
magnetization of the same Au8oFe2o sample after 
subsequent deformations. 

Number of Deformations 

Fig. 6 - Room-temperature magnetic 
susceptibility of Au8oFe2o with number of 
subsequent deformations. 

number of scattering centres (vacancies or dislocations) introduced by deformation. On the 
other hand, these Au-Fe systems have been shown to display a tendency towards segregation 
of Fe nanoclusters by effect of thermal treatments and/or plastic deformation [5,6]. Such a 
mechanism should give rise to a different effect, i.e., a sudden decrease of R immediately 
after deformation, followed by an upward relaxation to the equilibrium value. In our opinion, 
in the present case the electrical resistivity variation is dominated by effects of defect 
annihilation, overwhelming those of Fe cluster segregation. The latter phenomenon affects 
instead the magnetic properties of the samples, as discussed below. This conclusion is 
supported by the close analogy existing between the AR/Ri curves observed in the AugoFe2o 
as-quenched ribbon and in a sample of pure Au, (see Fig. 4, bottom), where the relaxation 
kinetics of the two samples is virtually the same. Annealed samples of Au8oFe2o are 
characterised by curves displaying the presence of processes with higher time-constant values 
with respect to the as-quenched material. This may be ascribed to the existing differences 
among the microstructures (as-quenched ribbons: nearly homogeneous solid solution, 
annealed ribbons: presence of Fe nanoclusters in the AuFe matrix, as discussed previously). 
The magnetic susceptibility is instead sensitive to possible changes in the number and size of 
Fe clusters. Magnetic measurements were therefore performed at room temperature on 
samples submitted to the same mechanical treatments giving rise to the resistivity relaxation 
described above. The pure paramagnetic behavior observed by measuring the magnetisation 
curves is well described at room temperature and above by a Curie-Weiss law of the form % = 

N u, eff/3k(T-Tc), where N is the number of magnetic particles, k is the Boltzmann constant, 
(Xerr is the effective magnetic moment value. This circumstance implies that the as quenched 
ribbon is still a nearly-homogeneous solid solution of the two elements. However, the values 
of |J.eff and Tc obtained for the unstressed sample are respectively higher and lower than those 
found in a homogenized, bulk Au8oFe2o [7] (see Table II). Usually, both circumstances are 
associated to a tendency towards the formation of additional atomic-scale Fe clusters 
(involving a few Fe atoms each) out of the AuFe matrix. Therefore, our results indicate that 
in the present case atomic-scale Fe clusters are already present. 

Subsequent mechanical deformations of the same sample induce a progressive 
decrease of the slope of the M(H) curve. This peculiar feature is evidenced in Fig. 6 reporting 
the initial magnetic susceptibility % as a function of the number of subsequent deformations. 
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Since a single process of plastic deformation at 
room temperature does not give rise to detectable 
nucleation of either nanometric bcc-Fc particles (which 
should bring about a magnetic hysteresis) or of 
nanometric fcc-Fe particles, the observed variations of x 
must be ascribed to variations in Tc and/or UeiT. These two 
parameters, obtained as usual by plotting l/% vs. T, are 
shown in Table II for the same sample in the as-received 
state and immediately after deformation. The deformed 

, , .,,,., . 1 10 100       1000    10000 
sample appears to be characterized by a higher \icff and a 
lower Tc with respect to the unstressed one. This result 
can be again interpreted in terms of an increased Fig.  7 - Isothermal relaxation of 
concentration of very small subnanometric Fe clusters.        magnetic susceptibility of Au8(,Fe2ll 

Such a clustering effect over very short distances after Plastic deformation, 
may be related to the presence of the excess number of defects introduced by deformation 
and evidenced by the behavior of the electrical resistivity, hi any case, the nearly-logarithmic 
increase in % towards the value characterizing the unstressed sample (see Fig. 7) should be 
related to an effect of re-dissolution of these new Fe clusters, possibly associated with the 
annihilation of the stress-induced defects. These atomic ordering processes, involving 
displacements over distances of the order of the lattice constant, are likely to occur even at 
room temperature. 

In conclusion, combined measurements of the relaxation of electrical resistivity and 
magnetic susceptibility give an adequate picture of the microscopic processes introduced by 
plastic deformation in these rapidly solidified materials, and of their interplay. 

Au8oFe2o HCIT(HU) Tc(K) 
Homogenized Platelet, after [7] 4.5 290 
Ribbon, Relaxed 6.5 230 
Ribbon, After Stress 6.71 224 

Table II - Effective magnetic moment and Curie Temperature of selected samples. 
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The Effect of Deposition Parameters on Tensile Properties of Pulse-Plated 
Nanocrystalline Nickel 

K. L. Morgan, Z. Ahmed, and F. Ebrahimi 
Department of Materials Science and Engineering, University of Florida, 
Gainesville, FL 32611, U.S.A. 

ABSTRACT 

The microstructure and tensile properties were investigated for pulse-plated nanocrystalline 
nickel electrodeposits prepared from an additive-free sulfamate-based solution. Square-wave 
cathodic current densities were varied from 25 to 75 mA/cm2. The samples deposited at 
25 mA/cm2 showed the smallest grain size (d ~ 12 nm), and the grain size was found to increase 
with increasing current densities. The grain size of the electrodeposits ranged from 
approximately 27 to 12 nm. Tensile results indicated that the yield strength of the specimens 
increased with decreasing grain size. Scanning electron microscopy revealed that all 
electrodeposits fractured through a ductile mechanism. 

INTRODUCTION 

Electrodeposition has successfully been used to fabricate metallic nanostructures [1]. The 
commercial plating industry has recently adopted the pulse-plating deposition technique due to 
its ability to produce finely grained coatings with less surface roughness. Pulse-plating differs 
from conventional plating in that it utilizes interrupted DC current to deposit metal ions onto a 
substrate. A series of equal-amplitude DC pulses are delivered for a short time (ton), and 
separated by longer times (ton) of zero current. Generally, as the current density delivered to the 
working electrode increases, the overpotential at the electrode increases, which increases the 
driving force for nucleation. Therefore, by using the pulsed electrodeposition technique and 
increasing the current density, deposits with increasingly finer grain sizes are expected to be 
produced. The objective of this study has been to investigate the effect of pulsed-current density 
on the microstructure and tensile properties of electrodeposited nanocrystalline nickel fabricated 
without the use of grain-refining organic additives. 

EXPERIMENTAL PROCEDURES 

A conventional three-electrode cell with a copper rotating disk working electrode, a parallel 
Pt foil anode, and a saturated calomel reference electrode (SCE) was used in this study. The 
copper substrate (diameter = 35 mm) was annealed at 150°C and electropolished before 
deposition. The working electrode was rotated at a speed of 400rpm. Pulsed current densities of 
25, 50, and 75 mA/cm were used in the investigation. The pulse cycles were composed of ton = 
lms and ton = 9ms. The deposition ran for 54 to 72 hours to achieve a deposit thickness of ~ 25 
|j.m. The electrolyte used in the study was a sulfamate solution containing 90 g/LNi, 15 g/L 
boric acid, and .075 g/L sulfamate-nickel-anti-pit (SNAP). The pH of the solution was adjusted 
to 4.7 through additions of nickel carbonate. After adding nickel carbonate, the solution was 
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vacuum-filtered. Prior to deposition, the electrolyte was deaerated with nitrogen for one hour. 
During all depositions, the solution temperature was maintained at 30°C. 

The deposits were cut into four rectangular strips (area ~ 25 mm x 5 mm). The copper 
substrate was chemically dissolved from the nickel strips using a commercial copper stripper. X- 
ray diffraction (XRD) was performed on both the solution side and substrate side of the strips in 
order to evaluate the crystallographic texture and grain size of the nickel deposits {substrate side: 
Ni adjacent to substrate; solution side: Ni at solution interface). The Warren-Averbach (WA) and 
Single-line (SL) methods were both used to approximate the average crystallite size of the 
samples. The (200) and (400) peaks were used for the WA analysis. The SL analysis used only 
the (200) peak. 

The strips were then individually filed into dog-bone tensile specimens (width = 3 mm, gage 
length = 10mm). Tensile testing was performed at room temperature using a strain rate of 
0.002 s"'. Fracture surfaces of the tensile specimens were investigated using scanning electron 
microscopy (SEM). 

Thin foils for transmission electron microscopy (TEM) were prepared by jet polishing. The 
grain size was measured from dark-field images obtained at various tilt angles. Grain size 
measurements were taken from over 150 grains. In order to evaluate the grain size, the lengths of 
the longest grain direction and the perpendicular to this direction were measured. The grain size 
distribution and the average grain size were evaluated from these data. 

RESULTS AND DISCUSSION 

The XRD data for the Ni deposits is shown in Table 1. The texture of the samples was 
determined from the ratio of the (200) peak intensity to the (111) peak intensity (I(2oo/I(iii)). 
The deposits showed a change in texture through their thickness. The substrate side grains 
favored a <200> crystallographic texture, reflecting the crystallographic rolling plane of the 
copper substrate. However, the IpooAni) ratio decreased from a strong <100> orientation on the 
substrate side toward randomness (I(2oo/l(iii) ~ 0.5) on the solution side. This decrease in the 
<100> texture usually reflects grain refinement through the deposit thickness [3]. Consistently 
the deposits showed smaller grain sizes on the deposit solution side than on the substrate side. It 
should be noted that this change in grain size occurs within the first 1-2 |im from the substrate 
size. Therefore, the solution side grain size more accurately represents the average grain size of 
the deposit. 

The correlation between texture and grain size can also be noticed by comparing the two 
deposits that were both made at 25 mA/cm2. Note that although the samples 1 -4 were all 
deposited at the same current density, the IpooAni) ratio and the substrate side grain size of 
samples 3,4 are considerably greater than those of samples 1,2. The difference in the strength of 
<100> texture, and corresponding grain sizes, results from the influence of the copper substrate. 
Substrate effects are difficult to control and can markedly vary the microstructure of the deposit. 
However, the substrate surface condition had negligible influence on the average grain size of 
the deposits, since the samples had comparable solution side grain sizes. 

The average sample grain sizes and their associated variations as measured by the WA and 
SL methods are given in Table 1. The variation in each sample grain size primarily reflects its 
grain size distribution and also includes the measurement error. The SL method consistently 
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Table I. XRD and TEM results 

Sample 
Current 
Density 

(mA/cm2) 

Average 
Thickness 

(urn) 

IpOoAlll) 

Crystallite Size (ran) 

WA SL 
TEM 

sub     sol sub                sol sub               sol 

1,2 
3,4 
5,6 
7,8 

25 
25 
50 
75 

21.0 
21.6 
27.8 
26.0 

2.1 1.7 
36      1.6 

330 3.9 
72      7.0 

10.1±3.0       9.0 ±2.7 
44.8 ±21.3          NA 
121 ±80.1       16.9± 5.1 
28.2 ±8.5       16.3 ±4.9 

15.7 ± 11.1     12.1 ±7.3 
74.9 ±12.5     12.0 ±5.8 
165 ±71.2     22.3 ±2.1 
87.5 ±21.9    26.6 ±1.6 27.4 

estimated larger grain sizes than the WA method for each sample. The grain size measured from 
TEM images was similar to the SL estimate, but was greater than the WA estimate for the 
solution side of the sample deposited at 75 mA/cm2. XRD methods usually measure a smaller 
grain size because of the inclusion of small-angle boundaries (such as twin boundaries) in the 
analysis. The TEM grain size measurements were taken only between high-angle boundaries, 
thus yielding a larger average grain size. 

Generally as the current density increases, the overpotential at the electrode increases, which 
enhances the driving force for nucleation [4]. However the samples deposited at 25 mA/cm2 

showed the smallest average grain sizes, and the grain size of the deposits increased by 
increasing the current density. The trend of decreasing grain size with decreasing current has 
also been recognized in direct-current (DC) electrodepositions of Ni [5]. Bakonyi et al. [6], 
suggested that the increase in nucleation rate for Ni depends not only on the current density 
amplitude, but also on the concentration of Ni2+at the electrode/solution interface. In DC 
plating, if the concentration of Ni2+at the interface is less than the concentration of Ni2+in the 
bulk electrolyte, then the rate of nucleation of Ni at the electrode will decrease and a large- 
grained deposit is produced. Similarly in pulse-plating, as the current density amplitude of the 
pulse increases, more Ni2+ is depleted from the electrode/solution interface [7]. If the t0ff is 
insufficient to replenish the Ni2+ concentration at the interface, then the nucleation rate of Ni will 
decrease and a larger-grained deposit will result. Since the ton/t0ff pulse cycle was held constant 
for all current densities in these experiments, the trend of increasing grain size with increasing 
current density could result from a greater Ni2+depletion at the electrode/solution interface. It is 
suggested that at increased current densities, W should be extended or the rotation speed should 
be increased in order to eliminate the concentration gradient of Ni2+at the electrode/solution 
interface and perhaps produce finer-grained deposits. 

The stress-strain curves for the samples are shown in Figure 1. The following tensile 
properties were measured for each sample: 0.2% offset yield strength (00.2% ), 0.1% offset yield 
strength (rJi.o% ), ultimate tensile strength (OUTS), total plastic strain (%ef?), and total strain 
(%ei„tai).   The tensile data are summarized in Table 2. The tensile data are consistent among the 
specimens from the same deposits. The samples deposited at 25 mA/cm2 and 75 mA/cm2 

showed high Ours values, which correspond to their fine grain sizes. The samples deposited at 
50 mA/cm displayed the lowest strength and largest grain sizes. The samples from the deposit 
made at 75 mA/cm2 had an average grain size of 27.4 nm (measured from TEM) and an average 
OUTS of 1320 MPa. This value is lower than 1450 MPa which has been reported for a 
nanocrystalline Ni sample produced by the inert gas condensation method with an average grain 
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size of 28 nm [8]. Though comparable, the difference in measured OUTS data may be attributed to 
different processing procedures. The samples deposited at 25 and 75 mA/cm2 both showed high 
strain-hardening rates and low ductility. The samples deposited at 50 mA/cm2 displayed the 
lowest strain-hardening rate and the greatest ductility. 

-#1-25mA/cm2 

-#2-25mA/cm2 

-#3-25nWcm2 

-#4-25mVcm2 

-#5-50ffWcm2 

-#6-50nWcm2 

~#7-75nWcm2 

-#8-7&rWcm2 

Figure I. Stress-strain curves for the electrorieposits. 

Table II. Tensile data for the electrodeposits. 

Current 
Sample Density 

(mA/cm ) 

Thickness 
(lim) 

00.2% 

(MPa) 
a i.o% 

(MPa) 
OUTS 

(MPa) 
%et

p 
%e,„ial 

1,2 25 
20.0 NA* NA** 1001 ~0 1.24 
21.9 NA* NA** 852 ~0 1.24 

3,4 25 
21.4 NA* NA** 1081 ~0 1.54 
21.7 NA* NA** 1372 ~0 2.13 

5,6 50 
27.4 489 710 866 3.18 4.72 
28.1 462 702 842 3.84 5.18 

7,8 75 
27.0 961 NA" 1291 0.8 2.5 
25.0 913 1328 1340 1.1 2.9 

NA ~ The samples broke in the linear range. Cn.2^.could no! be measured. 
NA*' — The total plastic strain was less than 1%, and O] on could not be measured. 
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(b) 

Figure 3. (a) SEMfractograph depicting typical knife-edge fracture surface of the samples deposited at 
50 and 75 mA/cm2. (b) SEM fractograph showing necking and microvoid coalescence of sample 
deposited at 25 mA/cm". 

Figure 4. SEM image of nodules found in localized areas on the fracture surface of the sample deposited at 
75 mA/cm . 

A study of all fracture surfaces revealed that plastic instability (necking) preceded fracture 
in the nanocrystalline Ni samples. Figure 3 presents SEM fractographs of the tensile specimens. 
The samples deposited at 50 and 75 mA/cm primarily showed knife-edge fracture behavior 
characteristic of pure FCC metals, as shown in Fig.3a. The pre-mature fracture and low ductility 
of the tensile specimens from the 75 mA/cm2 deposit were found to be associated with nodule 
formation. Figure 4 shows an SEM image revealing nodule formation in the sample deposited at 
75 mA/cm2. These nodules were found only on a few spots on the solution side of the samples. 
Note the presence of columnar features along the deposition direction. It is suggested that 
defective columnar grain growth under the nodules causes inter-columnar brittle fracture [9]. 
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These nodules usually develop randomly, and often their development is associated with the 
formation of large hydrogen bubbles at the deposit interface. 

The samples deposited at 25 mA/cm2 fractured by the microvoid coalescence mechanism, 
and as shown in Figure 3b., necking was more prevalent to one side of the specimen. The 
microvoid coalescence mechanism requires void initiation. In pure nanocrystalline metals 
fabricated by electrodeposition, the ultra-fine pores produced by hydrogen incorporation in the 
deposit are the source of void initiation [5]. These pores promote pre-mature plastic instability of 
the specimens deposited at 25 mA/cm2 and led to fracture by microvoid coalescence. Note that if 
these samples had not necked pre-maturely, their yield strengths would be considerably higher 
than the strengths seen in Table 2. 

CONCLUSIONS 

Very small grain sizes as low as 12 nm can be achieved in electrodeposited nickel without 
additions of organic grain refiners. The results of this study indicate that increasing the pulse 
current density did not result in grain refinement and the grain size actually increased. Defects, 
such as nodules and ultra-fine voids, lead to pre-mature plastic instability and decrease the 
ductility and apparent yield strength of the deposits. 
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EXTENSION OF HIGH CYCLE FATIGUE LIFE BY THE FORMATION OF 
NANO-SIZED MARTENSITE PARTICLES AT INTERSECTIONS OF DISLOCATIONS 

IN AN AUSTENITIC STAINLESS STEEL 

T. Inamura, M. Shimojo, K. Takashima and Y. Higo 
Precision and Intelligence Laboratory, Tokyo Institute of Technology, Nagatsuta-cho, 
Midori-ku, Yokohama, 226-8503, Japan 

ABSTRACT 

A new fatigue strengthening method which is applicable for both the micro-sized materials 
and ordinary-sized materials have been proposed.   Dislocations are pinned at their intersections 
by the formation of nano-crystals after cold work in this strengthening method. 
Nano-sized a'-martensite particles, the diameter of which was approximately 5 nm, were formed 
by a cryogenic treatment at a certain temperature above Msa

b (martensite burst starting 
temperature) in a commercially available 316-type austenitic stainless steel.   These 
nano-particles are considered to be formed at intersections of dislocations.   Fatigue life tests 
using ordinary-sized specimens revealed that high cycle fatigue life of the 316-type austenitic 
stainless steel was extended by the cryogenic treatment and this is considered to be due to the 
pinning of dislocations by the formation of nano-sized a'-martensite particles. 

Keywords : fatigue life extension, pinning dislocations, nano-sized a'-martensite 

INTRODUCTION 

MEMS devices and/or micromachines have been intensively developed for the use in 
information technology, bio-medical technology and so on.   The size of the components of these 
machines will be in the order of microns or sub-microns.   Fatigue strength is one of the most 
important properties in micro-sized materials because the maintenance or the exchange of the 
damaged elements is practically impossible in such tiny machines.   Thus, the development of a 
fatigue strengthening method for micro-sized materials is extremely beneficial.   For micro-sized 
materials, the microstructure which is beneficial for the improvement of fatigue properties must 
be smaller than sub-micron, i.e. in the order of nanometer, to minimize the microstructural 
heterogeneity which is increased by the miniaturization of materials.   Dispersion hardening 
using nano-crystals and work-hardening are adequate methods for the strengthening of 
micro-sized materials from the point of view that the size of the strengthening microstructure 
(nano-sized crystals, dislocation) is in the nanometer order.   However, neither of them are 
designed for fatigue strengthening, but for an increase in tensile strength.   In many cases, 
dislocations cut dispersed nano-crystals and then re-solution of the precipitates occurs under 
cyclic stresses.   Fatigue softening is caused by cyclic loading in work-hardened materials due to 
the re-arrangement of dislocations.   Therefore, neither of the methods is so effective on fatigue 
strengthening. 

We propose a new fatigue strengthening method which is a combination of 
nano-crystal-dispersion and cold-work.   Fatigue of metallic materials is mainly due to the 
accumulation of irreversible motion of dislocations.   Pinning dislocations at their intersections 
by nano-crystals   after cold-work is considered to be an effective method for the suppression of 
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Cyclic stress 

Pinning at intersections 

Figure I: Schematic of the concept of the 

new fatigue strengthening method. 

Intersections of dislocations are pinned 

using nuno-crystals after cold work. 

the accumulation of microscopic damage. 
Figure 1 shows a schematic illustration of the 
concept of the pinning by nano-crystals.   The 
motion of pinned dislocations is expected to 
become bowing motion under cyclic stress and 
not to cause re-arrangement of dislocations under 
cyclic stress.   The cyclic plastic deformation in 
this case should be homogeneously distributed, 
and localized slips or the formation of stress 
concentrated fields should be suppressed. 
Consequently, fatigue lives of materials are 
expected to be extended using this strengthening 
method.   It should be noted that this 
strengthening method is not supposed to suppress 
plastic deformation, but to suppress the 
accumulation of the plastic deformation under 
cyclic stress.   This strengthening method is 
considered to be effective on both the 
micro-sized materials and the ordinary-sized 
materials. 
According to the model proposed by Bogcrs and 

Burgers [2], some of the intersections of partial dislocations in f.c.c. metals arc expected to have 
b.c.c.-like stacking.   It is well known that a'-martensitic transformation is caused by simple 
cooling and/or deformation in metastable austenitic stainless steels [3-51.   hi austenitic stainless 
steels, the b.c.c.-like stacking regions arc considered to be preferential nucleation sites of 
cc'-martensite.   The b.c.c.-like stacking regions may transform into very fine a'-martensite 
particle by means of careful temperature control above Mj temperature during cooling. (M,„ 
temperature is defined as the temperature at which spontaneous burst-like a'-martensitic 
transformation occurs during cooling in this study.) These very fine martensites are considered to 
be able to pin dislocations because b.c.c. stacking (nano-sized.martensite) is incoherent to f.c.c. 
stacking (austenite). 

In our previous study [1], the formation of nano-sized a'-martensite particles (diameter of 
approximately 5nm) was confirmed in 304-type and 316-type austenitic stainless steels which 
had been eryogenically treated above their Mj temperatures and these particles are considered 
to be formed at intersections of dislocations.   High cycle fatigue lives of a 304-type austenitic 
stainless steel were extended without any decrease in ductility by the formation of nano-sized 
a'-martensite particles [6] or micro-sized a'-martensitcs [7].   Therefore, high cycle fatigue lives 
of 316-type austenitic stainless steel is also expected to be extended by the formation of 
nano-sized a'-martensites. 

The purpose of the present study is to investigate the effects of nano-sized a'-martensites on 
high cycle fatigue life of a 316-type austenitic stainless steel. 

EXPERIMENTAL PROCEDURE 

The material used in this study was a hot-rolled 316-type ( Fe-18Cr-10Ni-2Mn-2Mo-0.06C ) 
austenitic stainless steel which is commercially available.   The grain size was approximately 
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50|im. The chemical composition of the received rods were the same as used in our previous 
study [1]. Normal-sized rotary bending fatigue specimens were machined from the received 
rods. The sub-surface layer of the fatigue specimens was considered to be cold-worked during 
machining. Half the specimens were cryogenically treated at 195 K (Mso

b temperature of this 
material is lower than 77 K) to form nano-sized a'-martensite particles [1]. These specimens 
are termed "cooled-specimens" , hereafter. The other specimens which were not cryogenically 
treated are termed "non-treated specimens". 

Fatigue life tests were carried out using a four-point rotary bending fatigue testing machine at 
room temperature, at an R-ratio of -1.   The temperature of the specimen surface was measured 
using an infrared thermometer.   Test frequency was chosen to be set at 2~10Hz so that the 
temperature of specimen surface did not exceed 313K during the test.   The stress amplitude 
below which specimen did not fail after 107 cycles was defined as fatigue limit in this study. 

Scanning laser microscopy (SLM) observation and transmission electron microscopy (TEM) 
observation were carried out to observe the microstructure of the specimens.   The resolution of 
the SLM used in this study was less than 1 |im.   The specimens for the SLM observation was 
cut using a wheel cutter and the work hardened layer introduced during cutting was removed by 
an electro-polishing technique.   Electro-etching was performed on the observation area using an 
oxalic acid solution.   Thin films for TEM observation were prepared by twin-jet polishing using 
an acetic-perchloric acid solution at 273 K.   TEM observations were performed at an 
accelerating voltage of 200 kV. 

RESULTS and DISCUSSION 

The as-received rods were fully austenite and no martensites were observed. In our previous 
study [1], nano-sized oc'-martensite particles were confirmed in the specimens which had been 
cryogenically treated at 195 K and these particles are considered to be formed at intersections of 
dislocations in the cooled specimens.   Thus, fatigue specimens were cooled down to 195 K also 
in this study.   Figures 2 represent the typical microstructure of sub-surface region of a specimen 
(a) before and (b) after the cryogenic treatment at 195 K (the same place of (a), etched again 
after the cryogenic treatment).   The sub-surface layer of the fatigue specimens is cold-worked 
during machining and thus includes some amount of "coarse martensites" (optically visible 
E-martensites (h.c.p.)) which were induced by plastic deformation.   However, no additional 

Figure 2 : (a)SLM image of the 
surface layer of the specimen 
before the cryogenic treatment 
and some deformation induced 
e-martensites were observed, 
(b) The someplace of (a) after 
the cryogenic treatment. No 
additional formation or growth 
of martensites were observed 
using the SLM after the 
cryogenic treatment. 

(c) TEM dark field image of sub-surface layer (depth ~ 50 fJmfrom the surface) shows that 
nano-sized a'-martensite particles were formed by the cryogenic treatment at 195 K [1]. 
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formation or growth of martensites was observed in the sub-surface layer after the cryogenic 
treatment at 195 K in SLM observation (the contrast of deformation induced martensites in (b) is 
higher than that in (a) because etching was performed on the same place again.)   Then, TEM 
observation was carried out.   Figure 2(c) shows a dark field image of sub-surface layer using 
reflection from (101)o and nano-sized a'-martensite particles, the diameter of which was 
approximately 5 nm, were observed [1].   These nano-sized a'-martensites were considered to be 
formed at the intersections of dislocations as mentioned above.   It is expected that the formation 
of nano-sized a'-martensites in sub-surface region can affect fatigue strength of the specimen 
because the fatigue life tests were performed by rotary bending (stress becomes maximum at the 
surface in bending). 

Figure 3 shows the S-N curves of non-treated specimens and cooled specimens.   The arrow 
indicates that the specimen did not fail after 107 cycles of loading.   No significant increase in 
fatigue life was observed in the low cycle regime ( Nf < 10' cycles ) i. e., above the stress 
amplitude of about 350 MPa in this experiment.   However, the fatigue lives of the cooled 
specimen were longer than that of the non-treated specimens especially in the high cycle regime 
(Nf > 105 cycles).   The initiation site of fatal cracks was the surface of the gage area in both the 
cooled and non-treated specimens.   Crack propagation behavior was in a ductile manner in both 
the specimens, judging from the fracture surface of the failed specimens.   The results of fatigue 
life tests obtained in this study correspond well to that obtained in our previous study using a 
304-typc austcnitic stainless steel [6-7]. 

In general, the formation of "coarse martensites" has large influence on the fatigue life of 
metastable austcnitic stainless steels [4, 8-10].   The formation of "coarse martensite" is 
considered to degrade fatigue properties of austenitic stainless steels because the interface 
between austenite and martensite is a preferential nucleation site of microcracks [8], 

400" S-N curves of 316-type 
austenitic stainless steel 
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Figure 3 : S-N curves of non-treated specimens and cooled specimens. Fatigue lives of a 
316-type austenitic stainless steel were extended especially in a high cycle regime only by the 
cryogenic treatment. 
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Franke et al. reported that a small amount of "coarse" a'-martensite is beneficial for fatigue 
strength, but a large amount of it is not beneficial [9].   However, it should be reminded that no 
"coarse martensites" were formed by the cryogenic treatment in this study.   The high cycle 
fatigue life was extended only by the simple cryogenic treatment at 195 K in this material 
without any additional formation of "coarse martensites".   The only difference in microstructure 
between cooled specimen and non-treated specimen is the formation of nano-sized 
oc'-martensite.   Thus, the extension of high cycle fatigue life is considered to be due to the 
formation of nano-sized a'-martensite particles.   Nano-sized a'-martensite particles are so small 
(~5nm, [1]) that pinning mechanism cannot operate under a greater stress.   This is the reason for 
the absence of fatigue life extension in the low cycle regime in this study. 

A non-treated specimen and a cooled specimen were fatigue damaged under the same 
condition of fatigue loading to observe the difference in dislocation structures after cyclic 
loading.   Figures 4(a) and 4(b) show typical dislocation structures of a non-treated specimen and 
a cooled specimen after fatigue loading at a stress amplitude of 331MPa for 5X10 cycles, 
respectively.   None of the specimens failed during this fatigue loading as shown in Fig. 3. 
TEM foils were prepared from the gage areas of both the specimens.   Thin foils were taken from 
subsurface regions, which existed at approximately 100 \xm in depth from the surface of the gage 
area.   The formation of dislocation bundles was observed in the non-treated specimen ( Fig.4(a) 
).   However, no bundles were observed and the configuration of dislocations seemed to be 
planar in the cooled specimen.   These results indicate that the progression of the rearrangement 
of dislocations is suppressed in the cooled specimen, compared to that in the non-treated 
specimen.   Thus, the suppression of the rearrangement of dislocations is considered to be the 
reason for the fatigue life extension and is suggested to be due to dislocation pinning by 
nano-sized martensites.   Thus, the formation of nano-sized a'-martensite particles is confirmed 
to be effective for fatigue strengthening in normal-sized 316-type austenitic stainless steel, as 
well as in 304-type austenitic stainless steel. 

A goal of this investigation is to improve the fatigue strength of micro-sized austenitic 
stainless steel specimen.   Effects of nano-sized a '-martensite particles on fatigue life of 
micro-sized austenitic stainless steel specimens will be investigated using the 
micro-fatigue-testing machine (MFT 2000, [11]) in the near future. 

CONCLUSIONS 

Extension of high cycle fatigue life of a commercially available 316-type austenitic stainless 
steel was accompanied by the formation of nano-sized a'-martensite particles.   Fatigue life 
extension in a high cycle regime was considered to be achieved by the retardation of the 
rearrangement of dislocations under cyclic stress.   The rearrangement of dislocations was 
supposed to be suppressed by the pinning at their intersections by nano-sized a'-martensite 
particles. 
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Figure 4: Dislocation structures of a non-treated specimen (a) and a cooled specimen (b) after 
fatigue loading of 5 Xl(f cycles at a stress amplitude of 331 MPa.   Dislocation bundles were 
frequently observed in the non-treated specimen (see left upside corner of image (a)).   However, 
no such bundles were observed and planar configuration of dislocations was observed in the 
cooled specimen (b). These result indicates that the re-arrangement of dislocations were 
suppressed in the cooled specimens compared to the non-treated specimens in a high cycle 
regime. 
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ABSTRACT 

We have carried out Monte Carlo (MC) simulations using the embedded atom 
potential to study the sliding and migration of the 25 [001] (210) tilt grain boundary 
(GB) in aluminum and the effect of vacancies on the sliding properties. We find that the 
simulated annealing allows the system to gradually anneal to a global-minimum 
configuration, thus increasing the number of migrations and reducing the GB sliding 
energy barriers to about a factor of three compared to the corresponding "static" values. 
The distribution of atomic energies as a function of GB displacement, provide insight 
into which atoms are responsible for the GB migration. The vacancy formation energy is 
found to be lower when the vacancy is placed on the first layer to the boundary, in 
excellent agreement with ab initio electronic structure calculations. The sliding and 
migration properties depend very sensitively on the position of the vacancy in the GB 
core. 

INTRODUCTION 

Grain boundary sliding (GBS), i.e., the rigid translation of one grain over another 
parallel to the boundary interface, is one of the principal mechanisms of plastic flow of 
polycrystalline materials at intermediate-to-high temperatures (above 0.4TM, where TM is 
the melting point) [1]. Another process that may occur during the GBS is grain boundary 
migration, which is the motion of the interface in the direction perpendicular to the 
boundary plane [2]. Finally, the interaction between a grain boundary and other defects 
in the crystal, such as substitutional impurities, vacancies and dislocations will affect the 
grain boundary motion [3]. Despite the important role of GB in materials properties, our 
knowledge at the microscopic level is limited. The direct observation is limited due to 
lack of resolution of experimental techniques such as high resolution transmission 
electron microscopy (HRTEM) and by the fact that only a full relaxed structure can be 
observed. With the advent of highly powerful computers, simulations at atomic level can 
play an increasingly prominent role as an effective alternative to experimental 
observation. Computer simulation offers the ability to examine the details at microscopic 
scale that cannot be obtained from experiment. For example, some simulations have been 
done by Bishop et al. [4] using pair-like potential. Recently Chandra et al.[5] using an 
Embedding atom method potential and Molteni et al. [6] using an ab initio simulation of 
GBS received evidence of interface migration. However, the vast majority of computer 
simulation studies of GB have been concerned with the equilibrium structure at zero 
temperature. The results obtained with these simulations may often be incorrect 
compared with those obtained by HRTEM. Simulation at elevated temperatures using 
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simulated annealing (SA) technique in combination with effective interatomic potential 
should be the right key for all atomistic simulations. 

The main goal of the present work is to apply a SA technique combined with an 
Embedding atom method (EAM) potential to investigate the microscopical origin of 
characteristic GB properties. In order to achieve this, we have studied the structure and 
sliding energy of a £5 tilt perfect GB in aluminium (without a vacancy) as well as for a 
vacancy in the crystal lattice at elevated temperature. The remainder of this paper is 
organized as follows. Computational details as the quality of relaxation process and 
EAM potential used in atomic simulations are discussed in the next section. In the 
subsequent section, we discuss the equilibrium structure and energy of a perfect interface 
as well as a vacancy-containing interface. Using equilibrium GB we examine sliding and 
interface migration under lateral force conditions. 

METHODS 

The GB energy was determined from the difference of the energy of a supercell 
containing the GB and the energy of a supercell containing an equal number of atoms in 
the bulk environment divided by the total GB area. It is well known that the GB energy 
minimization (geometry optimization) represents a very difficult problem even for 
simple systems. Perhaps the most celebrated minimalization technique has been 
introduced by Kirkpatric, Gellar and Vechi [7] by simulating the annealing process. The 
SA technique is a numerical simulation method based on the dynamics of crystalization. 
It means that a system should be gradually annealed to a minimum energy configuration 
by lowering the system temperature in successive steps. Geman and Geman [8] provided 
that if the temperature is reduced slowly enough SA algorithm guarantees to find the 
global minimum. In our experiment, we used initial temperature of 465K and the system 
was then cooled at the final temperature of 28K. The cooling process was implemented 
using a stepwise-exponential decrease of temperature and this process took 155x 103 

steps. For a fixed temperature T, the atomic coordinates were changed using the standard 
Metropolis technique [9]. The maximum atomic displacement was adjusted in order to 
get an acceptance ratio of 0.5. It was not systematically determined that this acceptance 
ratio was an optimum, but we obtained well converged statistical averages, with a typical 
number of MC moves of about 103 trials for each temperature step. 

The potentials based on EAM [10] give probably the most realistic description of 
metallic materials, in which an important contribution to the interatomic interaction 
comes from the interactions of the atomic cores with the conduction electrons. The 
accuracy of computed results mainly depends on approximation of embedding function 
and its ability to treat electron density deviations in local coordination [11]. The EAM 
potential used in this work was constructed on a large set of experimental and ab-initio 
data [12]. In contrast to other potentials it gives excellent results on E5 GB in 
aluminium. 

RESULTS AND DISCUSSION 

The lilt S5 [001] (210) GB is constructed by means of the coincidence site lattice 
(CSL) model, in which the lattices of the two grains share 1 out of 5 lattice sites. We 
show in Fig. 1 the relaxed supercell for the Z5 tilt GB employed in the EAM calculations 
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viewed along the [001] direction. The 160-atom cell is simulated by forty-one [210] 
layers corresponding to grain-boundary separation of 18.46Ä and two layers of atoms 
along the [001] direction. The closed and open circles represent atoms distributed on the 
first and second [001] planes, respectively. With twenty layers in between, the GB 
interaction introduced artificially in the supercell calculation is small. The aluminium 
lattice constant is set to the value of 4.05 Ä [13]. 

Figure 1: Relaxed geometry of 160 atoms supercell 
for the £5 till GB in aluminium. Atoms located in 
different [001]planes are shown with filed and 
open circles. It can be seen that during the 
relaxation process, most of the atomic movement 
occurs near the GB plane. 

In Fig. 2 we plot the GB energy as a function of the MC annealing temperature. The 
starting atomic configuration for each anneal was taken from the previous one. Tests have 
indicated that, overall, equilibration of the GB requires about thousand MC steps. Note, 
that the use of MC simulations to anneal the boundary structure produces new lower 
energy structures which are different from those obtained using conjugate gradient 
techniques. The extrapolated zero-temperature GB energy is 0.482 Jm" , which is smaller 
compared to the EAM and ab initio values of 0.495Jm"2 [12] and 0.502 Jm"2 [14], both 
obtained by conjugate gradient techniques. As will be discussed below, the annealing 
process has a larger effect on the activation energy barriers associated with GB sliding 
and migration. 

In Fig. 3 we show vacancy formation energy E{. versus perpendicular distance from 
the GB. The oscillation of the E{ with change of the distance is observed. For a vacancy 
formatted a large distance from GB,^ is the same as vacancy formation energy in bulk 
(£^=0.68eV[15]). 
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Figure 2: Grain boundary energy' as a 
function of the MC anneal temperature. 
Solid line indicates the least square 
approximation. Extrapolation at zero 
temperature gives EGB = 0.482 Jm". 

Figure 3: Vacancy formation energy E' versus 

number of layers from the GB. Dashed line 

indicates E'=0.68eVbulk value. 

Layer 

As seen from this figure, the formation energy for a vacancy created at the first layer is 
significantly lower than at other layers. With the loss of coordination caused by the 
creation of the vacancy in the first plane, there is a clear tendency for the remains twin 
atom to fill the empty site. The atom moves essentially perpendicularly toward the 
interface, a distance of 0.56 Ä. This strong structural relaxation reduces the vacancy 
formation energy by 58 %. 

The GBS is simulated quasi-statically, by rigidly shifting the top grain with respect 
to the bottom by a small specified amount along the [120] direction. At each displacement 
the system is then relaxed using a MC simulations. In order to investigate the effect of 
annealing on the GBS properties, namely, the energy barriers and the shear displacement 
at which the GB migration occurs, we have carried out two sets of MC simulations. 
However, in the first, which we will refer to as "static", the probability acceptance of any 
higher-energy configuration is set equal to zero, driving the system to the local-minimum 
configuration. In the second set of simulations, the probability acceptance follows 
standard MC rules by lowering the temperature from 465K to 28K. In Fig. 4 we show 
the relative variation of the GB energy (with respect to its value for zero displacement) as 
a function of the grain displacement relative to the coincidence lattice cell aci.s, for both 
the "static" (circles) and SA (triangles) calculations. In both cases the energy profile is 
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smooth, exhibiting several peaks and energy valleys between them, the latter being 
associated with GB migration. Note that the effect of simulated annealing is to reduce the 
energy barrier about a factor of three compared to the corresponding "static" values. It 
also increases the number of migrations trough a Displacement Complete Lattice Shift 
(CLS) unit cell. Thus, the migrations in the SA simulations occur earlier, for example, the 
first migration occurs when the shear displacement is about 22 CLS cell % compared to 
the corresponding value of 40 CLS cell % in the "static" calculation. 

Atoms that control the energetics of GB are in Fig.l. labeled 1,2 and 3 in one plain 
and A and B in other plain. The sliding process destroys the arrangement of the initial 
equilibrium GB structure. In the new configuration atoms across the interface change 
relative distance and the twin atoms are not at positions directly facing each other. Atoms 
1 and B lying in the top grain are pushed toward atoms A and 3 in bottom grain, hence, 
have very high energy. Note, the twin atom to atom 3 decreases in energy, because it 
increases its distance across the GB in such way to maintain optimal bulk coordination. 
The distance increase between atom 2 and its twin across 
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Figure 4: The variation of relative GB 
energy during the GB sliding. Circles: 
forward sliding using "static" 
relaxation; triangeles: the same 
sliding as previous using simulated 
annealing relaxation. 

the interface caused by the upper grain sliding forms empty site in the first plane. Atom 2 
as a candidate to fill the empty site is separated from the new position by the energy 
barrier. Using the "static" relaxation frozen atom 2 could not relase local position, 
however GB energy increases.   Elevated temperature during the relaxation process (SA 
technique) enables relase atom 2 from its freezing position. Relaxation drives the atom a 
distance 0.45 A toward the empty site, which compensates for the loss of coordination. 
The ability to relax atom 2 has been shown to be crucial in the process of GB migration. 
A surprising small relaxation causes atom 3 to find a new position in the upper GB side. 
The atomic displacement is accompanied by GB migration. However, because only a 
small number of atoms in near neighbour GB distance is employed in atomic relaxation, 
the interface migration is very fast. The GB interface never passes through a perturbed 
configuration, because of the simple structural rearrangement. 

In Fig.5 we plot the variation of the GB energy as function of the grain displacement 
relative to the coincidence lattice cell for a vacancy placed at the GB plane (circles), the 
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first plane (triangles). As a reference, we also plot the variation of the GB energy for the 
vacancy free GB (crosses). Variation in GB energy for the vacancy placed at the first 
plane is very similar to the energy variation of the perfect GB and is accompanied by GB 
migration. Lost of short distance repulsion between the near neighbour twin atoms 
invokes a small change in the 
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Figure 5: The variation ofGB energy 
during the GB sliding containing a 
vacancy at various positions. Circles: 
vacancy placed at the grain boundary 
plane: triangles: vacancy placed in 
the first plane: crosses: reference for 
vacancy free grain boundaiy. 
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mechanism of GB migration. This occurs because the missing atom in first plane docs not 
affect relaxation of atom 2 and the GB never forms perturbed configuration. As might be 
expected, the sliding and migration is considerably more complex if a vacancy is placed 
in GB plane. The missing atom in the GB plane strongly affects the energy of near 
neighbour atoms. As shown above, a very high energy barrier separates this 
configuration from a position of low E[ in the first plane. Weak structure relaxation and 
the high formation energy that accompanies vacancy creation in the GB plane destroy 
coupling between sliding and migration. However, from geometry, if sliding is not 
accompanied by migration, structure passes through a perturbed configuration. This in 
fact pushes up the GB energy during the sliding. 

CONCLUSION 

We have presented a study of energy variation as well as atoms rearrangement during the 
GBS at the Z5 tilt (SB in aluminium. Wc received a surprising result for the (SB 
containing a vacancy at the core. The simulation shows that the vacancy is not free to 
leave the boundary core due to the very high energy barrier that separates the GB core 
and the first layer. It has been shown that the computed GB energetics may be 
dramatically altered if the atomic relaxation is provided at elevated temperature. The 
influence of annealing temperature on GB migration was evaluated by computing the 
energy associated with incremental equilibrium configurations during the GBS 
process. The magnitude of the energy barriers as well as mobility of the GB was found to 
be sensitive to the annealing temperature. For computed GB energetics good 
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correspondence with experimental data was obtained. Thus, the study clearly shows that 
well tuned EAM potential gives reasonable results for the E5 GB in aluminium. Atomic 
relaxation based on the SA technique is very useful for effective atomic rearrangement as 
well as for more realistic atomic simulation of the GB migration. 
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Biased Deposition of Nanocrystalline BeltCu„ Coatings 

A. Jankowski 
Chemistry and Materials Science, Lawrence Livermore National Laboratory 
Livermore, CA 94551-9900 

ABSTRACT 

Coatings of Be,.„Cu, are prepared by magnetron sputter deposition onto spherical polymer 
mandrels. The application of an applied bias during deposition refines the columnar 
morphology of the coating and surface finish to the nanoscale. A mechanical testing technique 
is developed to load the thin-walled spherical capsules under uniaxial tension at constant strain 
to fracture. The bias-deposited material exhibits an increase in strength by a factor of three or 
more following a Hall-Petch type relationship with surface roughness. 

INTRODUCTION 

The properties of sputter deposited coatings are sensitive to growth morphology and 
microstructure. The variation of deposition conditions will often affect the formation of the 
deposited coating. The application of a bias potential applied to the substrate can promote a 
dense crystalline microstructure through ion bombardment that minimizes porosity and can 
increase the mechanical strength of the coating. 

A promising, inertial confinement fusion target design is a uniformly thick, Be-based fuel 
capsule.[l] A specific alloy system of interest is Be^Cu, as it offers the potential for improved 
performance as an ablating material since it has lower opacity, a larger ablation rate, more 
initial mass, and higher bulk strength than many polymeric counterparts. The performance 
advantages for Be capsules are accompanied by demanding material requirements. The design 
criteria include a surface finish of less than 2 nm rms roughness, hence the microscopic control 
of both structure and concentration. A coarsening of textured crystalline growth produces 
roughness in the capsule surface that sequentially leads to Rayleigh-Taylor instability during 
the ablation, degradation in compression, and cooling of the fuel. Therefore, it's advantageous 
if the deposition process can accommodate an in-situ smoothing of the surface. In addition, the 
need to fill and store (at room temperature) a high pressure gas is facilitated by mechanical 
strength. 

The refinement of grain size to the nanoscale is potentially optimal to smooth the coating 
surface and increase the material strength. It is widely known from prior studies of evaporation 
and sputter deposition that the grain size of nominally pure beryllium can be dramatically 
refined through the incorporation of impurities such as transition or refractory metals.[2-5] A 
complimentary evaluation is provided in this report of the changes in growth morphology and 
strength found for the biased deposition of Be-rich coatings. 

EXPERIMENT ALS 

The samples are prepared by combining sputter deposition with vibration levitation as 
described in detail elscwhere.[6] The deposition chamber for this study contains a circular 
array of three 3.3 cm diameter planar magnetrons. Two of the magnetron sources are used to 
sputter nominally pure Be and the third a Be0,4CuOK target blend. The center of each magnetron 
source is located along the circumference of a 7 cm diameter circle at a 120° separation. The 
deposition chamber is cryogenically pumped to a 5x10"6 Pa base pressure. A 0.4 Pa sputter gas 
pressure is maintained using a 30 cm'min' flow of Ar. The nominal deposition rate from each 
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Figure 1.   Atomic force microscope images of 10 urn thick, Be,_ Cu, coatings as sputter 
deposited (a) without an applied bias and (b) with a -120 V applied bias. 

sputter target is 0.2 nm W' min''. The substrates are spherical capsules of a (CH) polymer with a 
wall thickness of 12-15 urn and an outside diameter of 1 mm. The substrates are levitated 6 cm 
beneath the center of the magnetron source array. A bowl-shaped substrate pan is driven with 
an ultrasonic pulse that causes the spheres to randomly bounce and produce a uniformly thick 
coating. A negative bias potential applied to the substrate pan provides the condition for the 
ionized Ar sputter gas to collide with the coating surface during the deposition process. 

The composition of the alloy is determined from calibrated deposition rates and confirmed 
through measurements of coating thickness (t) using a contact profilomctcr and as measured 
using an electron microprobe. The roughness of the capsule coating is determined through the 
use of a sphere mapper, i.e. an atomic-force microscope (AFM).[7-8] The root-mean-square 
(rms) measure of roughness is directly computed from the topological surface profile. 

The capsule strength is measured by uniaxially loading a 1 mm diameter hollow sphere in 
tension. To accomplish this objective the capsule is bonded, through the use of a high strength 
epoxy, between the ends of two concentrically aligned stainless steel tubes of an appropriate 
0.76 mm (i.e. 30 mil) inner diameter. The free ends of the steel tubes arc first fed through 
uniaxially aligned sleeves that are pin-mounted into the universal C-clamps of the tensile tester. 
A 5 N (i.e. 1.1 lb) load cell applies the tensile load (P) at a constant strain rate of 0.5 mm min'. 
The tensile load is monitored as a function of crosshead displacement. The stress normal to the 
shell cross-section is equal to P-A1 where the area (A) equals it (r; - r) and r,, r represent the 
outer and inner radii, respectively. An equivalent rupture pressure (p) equaling 2o1.»t-r,"1 can be 
computed at the fracture stress (ö,). 

RESULTS 

The physical properties of Be^Cu, coatings are sensitive to the growth morphology and 
microstructure of the sputter deposit. The application of an applied bias to the substrate can 
increase the density of the columnar microstructure of a crystalline coating through ion 
bombardment and smooth the surface by milling. The effect of bias on the Be vCux coating is a 
minimization of porosity, increased mechanical strength, and a reduction of surface roughness. 
Detailed results and the limitations to each improvement will be quantified for the specific case 
of 7-11 um thick BeomCuol), coatings. 

The use of AFM to characterize Be, ^Cu^ coatings provides a useful measurement of the 
surface finish. Two typical examples are seen in the AFM patch scans (of Fig. 1) for 10 urn 
thick, sputter deposited Be05!Cuoo; coatings.[7]   The application of bias refines the columnar 
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Figure 2.   The variation of rms surface roughness with the thickness of Be^Cu, 
coatings sputter deposited on capsules as a function of applied bias voltage. 

size and concurrently reduces the rms surface roughness from 0.15 urn for the condition of no 
bias (Fig. la) to only 40 nm for a -120 V bias (Fig. lb) in these samples. The variation of 
surface finish with the Be, xCu coating thickness (for x less than 0.03) is plotted (Fig. 2) with 
the applied bias voltage. In general, a progressive decrease in surface roughness occurs with an 
increase in coating thickness and applied bias. The apparent lower plateau in rms roughness 
seen at 40 nm for the -80 V bias condition (Fig. 2) makes it uncertain whether further 
improvement in surface finish can be obtained for Be098Cu002 coatings greater than 0.1 mm in 
thickness. 

The Be,xCux coated, spherical capsules are loaded under uniaxial tension to failure at a 
constant strain rate. The halves to a fractured capsule (Fig. 3a) and a higher magnification 
image in cross-section (Fig. 3b) are seen in the optical microscope images of a 25 um thick 
coating on a 15 um thick, 1 mm diameter mandrel. The following criterion is adopted to enable 
a comparative analysis of the bias effect on load data. The fracture of the capsule must occur 
near its equator.   Otherwise, the cross-section can't be assumed to have failed in tension.  For 

Figure 3.   The optical microscope images of the (a) 1 mm dia. BelxCux coated capsule 
tested to failure and (b) fracture cross-section at higher magnification. 
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Figure 4.   The load versus displacement variation of coated capsules tested to failure 
under tension as deposited with (a -120 V) and without (a 0 V) substrate bias. 

example, the high magnification view (Fig. 3b) shows a continuous topology to the 25 um 
thick, coating cross-section indicating that initial fracture likely propagates from the capsule 
coating through the mandrel. 

The effect of a -120 V substrate bias on increasing the material strength is seen in the load 
versus displacement curves (of Fig. 4). The applied bias voltage increases the tensile load of a 
10 um thick coating to a value of 6.9 N (extrapolated) at failure in comparison to the 0.8 N load 
measured for a 7 urn thick coated capsule deposited without a substrate bias. (The test cell 
loads to failure but stops displaying data at 5 N.) For reference in computing the Be, <Cu> 

coating strength, the uncoated (CH) polymer mandrel fails at 0.2 N. The mandrel strength 
equivalence is only 6 MPa. 

ANALYSIS 

The surface roughness measurements for the 7-10 urn thick coatings arc listed in Table 1 as 
a function of applied bias voltage. Only a few of the 7-10 urn thick, Be0WCu0l), coated capsules 
are available for tensile testing. The average strength for those coatings that failed at or near 
the capsule equator are computed and listed in Table 1. The results for the applied bias 
conditions of 0 V and -40 V are combined in order to analyze the relationship between surface 
finish and strength. This rationale is applied for a meaningful quantitative analysis since (a) 
only one -40 V bias deposited sample, tensile test result is available, and (b) the values for 
roughness are statistically indistinguishable for the 7-10 urn thick coatings deposited at 0 V and 
-40 V bias.    A plot (Fig. 5) of the fracture stress, i.e. strength, versus the square root of 

Table I. - Properties of Bias-Deposited BeowCu00, Coatings 

bias potential (V) surface rms (nm) strength (MPa) 

0 
-40 
-80 

-120 

145 ±8 
176 ±62 
97± 16 
49 ±8 

25 ±3 
52 

89 ± 11 
148 ±49 
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Figure 5.   The strength linearly varies with the square root of reciprocal surface 
roughness for 7-10 um thick bias deposited, Be09!Cu002 coatings. 

reciprocal surface roughness yields a linear relationship (with a correlation coefficient of 
0.978). This behavior is analogous to the well known Hall-Petch relationship for yield stress 
with grain size. The analogy is made since the rms surface roughness directly correlates with 
grain size. A limitation of the epoxy strength did not permit the testing to failure of very thick 
coatings. For example, a 77 um thick coating deposited at a -80 V applied bias did not rupture 
in the capsule but failed within the epoxy joint indicating a coating strength that exceeds 40 
MPa (5.7 ksi). 

In order for a 0.150 mm thick, BelolCux coating deposited on a 2 mm diameter capsule to 
hold a gaseous-fill (p) of 300 atm (4.4 ksi) at room temperature [7], the material strength (of) 
must exceed 119 MPa (17 ksi). The application of substrate bias can produce a Be098Cu002 

coating with a failure strength that routinely reaches this value. Through the use of cryogenic 
cooling, the effective gas pressure is reduced and the strength requirement relaxed 
considerably. 

DISCUSSION 

Improvements in the material strength and surface finish of Be,.xCu„ coatings result from an 
applied substrate bias. However, it appears necessary to develop alternatives to the Be,.„Cux 

alloy in order to achieve a surface finish with less than 2 nm rms roughness. As one alternative, 
the use of B in substitution for Be forms a binary system that is a potential metallic glass 
former. [9] Surface roughness values dramatically decrease to less than 3 nm rms for B 
concentrations above 11 at.%.[8] However, the decrease in roughness found for the 5 um thick 
BeMB„ (x>0.11) coatings as deposited on stationary flat substrates is lost when thicker coatings 
are applied to bounced, hollow polymer capsules. This effect is attributed to large compressive 
stress that arises from the large B addition. As a second alternative, doping impurities as Al, 
Fe, Ti, and Zr arc well known to refine the grain size of Be.[2-5] In combination, the addition 
of B and Fe refines the Be microstructure to a grain size of only 10 nm and increases the 
measured hardness as well.[9] The possibility of producing a smooth (Be,B)-based ablator on 
polymer capsules is evidenced in the lnm rms surface roughness measured for a 10 um thick 
coating of Be„„^(FeCrNi),,,,, sputter deposited onto a stationary capsule. 
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In addition to optimizing sputter deposition parameters and material composition, the 
source-to-substrate geometry is an important consideration. In a typical approach, the 
substrates randomly bounce and collide with one another in an ultrasonically-vibrated bounce 
pan. As an alternative to the open bounce pan method, an individual pocket chamber for each 
substrate (about twice the size of the mandrel diameter) is provided for coating.[9] The 
opening to each pocket chamber is designed to minimize glancing incident angles of deposition 
to further reduce roughness as well as to control heating from full exposure to the deposition 
source. It can be inferred from these findings that a microstructure on the nanoscale is essential 
to achieve strong and smooth Be-based coatings. 

SUMMARY 

Coatings of Be, 5Cuv are prepared by magnetron sputter deposition. The application of a 
negative bias potential to the substrate induces ionized Ar bombardment during deposition that 
refines the columnar morphology and surface finish to the nanoscale. A tensile test is 
developed to load coated capsules under uniaxial tension. A -120 V applied bias produces an 
increase in strength from 25 MPa to 150 MPa for sputter deposited Be0„„Cuoo. coatings. 
Concurrently, the surface roughness decreases from 0.15 urn to less than 50 nm. The bias- 
deposited material exhibits an increase in strength that follows a Hall-Petch type relationship 
with surface roughness. 
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Dislocation Models for Strengthening in Nanostructured Metallic Multilayers 

A. Misra, J. P. Hirth, H. Kung, R. G. Hoagland and J. D. Embury, 
MST Division, Los Alamos National Laboratory, MS K765, Los Alamos, NM 87545 

ABSTRACT 

Ultra-high strength metallic multilayers are ideal for investigating the effects of length scales 
in plastic deformation of metallic materials. Experiments on model systems show that the 
strengths of these materials increase with decreasing bilayer period following the Hall-Petch 
model. However, as the layer thickness is reduced to the nm-scale, the number of dislocations in 
the pile-up approaches one and the pile-up based Hall-Petch model ceases to apply. For nm-scale 
semi-coherent multilayers, we hypothesize that plastic flow occurs by the motion of single 
dislocation loops, initially in the softer layer, that deposit misfit type dislocation arrays at the 
interface and transfer load to the harder phase. The stress concentration eventually leads to slip in 
the harder phase, overcoming the resistance from the misfit arrays at the interface. A model is 
developed within the framework of classical dislocation theory to estimate the strengthening 
from this mechanism. The model predictions are compared with experimentally measured 
strengths. 

INTRODUCTION 

Metal-metal composites, synthesized by co-deformation, electroplating or vapor deposition, 
possess strengths that approach 1/2 to 1/3 of the theoretical limit when the microstructural length 
scales are on the order of a few nanometers [ 1,2]. In some cases, the maximum strength of these 
composites may be an order of magnitude higher than the strength of the soft constituent phases. 
A fundamental understanding of the deformation mechanisms at nm-length scales is needed to 
allow optimum microstructural design of these nanostructured materials for desired applications, 
such as structural components in microelectromechanical systems (MEMS). 

For single-phase metals, the increase in yield strength (o) with decreasing grain size (d) is 
interpreted by means of the Hall-Petch (H-P) model based on dislocation pile-ups: 
a = oo + kd"I/2 (1) 
where co represents the lattice friction stress and k (H-P slope) indicates the relative hardening 
contribution from grain boundaries. This model is also applicable if hardness data is used instead 
of o. For lamellar composites, the increase in yield strength with decreasing interphase boundary 
spacing (h) is also described by the H-P model for the case where h replaces d in eq. (1). Several 
recent experimental [1,3] and theoretical [4-6] studies have, however, shown that the H-P model 
may break down at nm-length scales. At nm-length scales, dislocation pile-ups can be treated as 
a continuum distribution and eq. (1) holds. At the nm-length scales, pile-ups are discrete and the 
exponent in eq. (1) departs from 0.5. The assumption that the number of dislocations in the pile- 
up (N) decreases in proportion with decreasing h provides one way to interpret the dependence 
of strength on h at nm-length scales [4,5]. In this approach, a peak in strength is reached when h 
is so small that N cannot exceed one [4,5]. This approach assumes that the dislocation sources 
are such that pile-ups will always form, whether N=2 or significantly greater. 

An alternate view is that continuum pile-ups form at large h and, at nm-length scales, 
deformation behavior is governed by single dislocations [7]. Single dislocations may propagate 
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in the softer phase by an Orowan bowing process, similar to yielding in thin films on substrates 
[8], and transfer load to the harder phase till it yields or fractures [7], 

In this investigation, we extend the Embury-Hirth [7] model for single dislocation behavior 
in fine-scale composites to nm-scale semi-coherent metallic multilayers. The roles of the misfit 
dislocations at the interface and the in-plane coherency stresses in determining the Orowan stress 
are calculated. Also, calculated is the interface resistance to single dislocation transmission. The 
model predictions are compared with experimental results on Cu-Ni systems. 

RESULTS AND DISCUSSION 

Hall-Petch Behavior 

We first present experimental results on a number of Cu-based multilayers to determine the 
length scale limits to which H-P model is valid. These multilayers were all synthesized by 
physical vapor deposition techniques (sputtering or evaporation), mechanical properties were 
evaluated by nanoindentation and microstructurcs were characterized by transmission electron 
microscopy (TEM). The details of the experimental procedures are described elsewhere [3]. Fig. 
1 shows data for Cu-Nb, Cu-Cr and Cu-Ni systems as log-log plots of (H-Hn) vs. h. Here H is the 
hardness of the multilayer, H() is the hardness of a lum thick Cu film, and h is the layer thickness 
(or, one-half of the bilaycr period). It follows from eq. (1) that a linear fit with a slope of-0.5 is 
consistent with H-P model. For all three systems, H increases with decreasing h according to eq. 
(1) but deviations from the H-P behavior are observed at nm-length scales. Two observations are 
made from these data. First, in Fig. 1, the y-intercept of the linear fit gives k, the H-P slope, k 
defines the rate of hardening with decreasing h, i.e., the effectiveness of the boundaries as 
obstacles to slip transmission. While k correlates with shear modulus for the Cu-Cr and Cu-Nb 
systems, k for Cu-Ni and Cu-Nb are about the same, even though uNi>UNb. This indicates that 
other factors such as dislocation structure of the interface, yield strength of the harder phase and 
the misorientation of the slip systems could also 
be important in determining k. For example, 

0.81 a cube-on-cube orientation relation in the 
fee Cu-fcc Ni single crystalline system 
results in no misorientation between slip 
systems, and this special orientation 
boundary would be a relatively weaker 
obstacle. Second, the H-P break down 
length scale decreases as the lattice 
parameter mismatch at the interface 
increases. Cu-Nb has the highest mismatch 
of-10% between the{ 110}Nb and {111} 
Cu planes that make the interface plane, 
and exhibits H-P down to ~10 nm. Cu-Cr 
and Cu-Ni have mismatch of ~2.5%and 
exhibit H-P breakdown at h ~ 40-50 nm. 
Furthermore, the u. mismatch between 
layers appears to have no significant 
effect on the value of h at H-P breakdown 

0.6 
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♦ Cu-Ni 

0 0.5 1 1.5 2 
Log (h) 

Fig. 1 Plot of log (H-Ho) vs. log h for Cu-based multilayers, 
where H is the multilayer hardness, H0 is Cu film hardness 
and h is one-half of bilaycr period. Dotted horizontal lines 
indicate the maximum H of each of the 3 systems. Linear 
fits have slope of-0.5 indicating that H increases with 
decreasing h according to Hall-Petch law, but this model 
is not applicable at h < ~ 10-50 nm. 
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These results are consistent with our earlier theoretical work on estimation of H-P breakdown 
length scales in polycrystalline multilayers [6]. After the H-P model breaks down, in all systems, 
the hardness continues to increase to a maximum as h is decreased from a few tens of nm to a 
few nm. A model for strengthening at nm-scales is described next. 

Single Dislocation Model 
The model developed here applies to multilayers deformed under iso-strain conditions, 

with one phase significantly harder than the other and the length scale such that dislocation pile- 
ups do not form. Plasticity initiates in the softer phase when its yield strength is reached (Fig. 
2(a)), while the harder phase continues to deform elastically. In this condition, the stress-strain 
curve deviates from linearity but strain hardening is high as plasticity is confined to only one 
phase and load is transferred to the harder phase. Yielding in the harder phase occurs at a higher 
applied stress when dislocations from softer phase can cross over the interface (Fig. 2(b)). In the 
limited tensile tests conducted on nm-scale multilayers, the stress-strain curves did not reveal a 
well-defined single yield point, consistent with our hypothesis [9]. Furthermore, multilayers 
deformed to small plastic strains reveal dislocations predominantly in the softer phase suggesting 
that the harder phase has not yielded. An example of this behavior is shown Fig. 3 (TEM 
micrograph) that correlates with the schematic of Fig. 2(a). This free-standing Cu-Nb multilayer 
was annealed at 600 CC for 1 hour and the thermal stress (calculated strain is ~0.5%) induced 
during cooling has caused yielding of the softer Cu layer where an array of dislocation loops are 
observed. No significant dislocation activity is detected in the Nb layer at this strain level. 

We first describe the calculation of the Orowan stress for the motion of the hairpin 
dislocation in layer A of thickness h. This stress is given as follows: 

2Wn 

bh 
(2) 

where WD is the energy per unit length of the dislocation, and b the Burgers vector. To calculate 
WD, the approach is as follows. Consider the hairpin dislocation loop shown in Fig. 4(a). We 
assume that it is a 60° dislocation on a {111} glide plane and the interface plane is {100}. 

Fig. 2 Schematic illustration of the deformation mechanism in nm-scale multilayers; (a) Orowan bowing 
of a glide dislocation loop in the softer layer (A) while the harder phase deforms elastically (glide plane is 
shown shaded). The motion of the glide dislocation leaves behind misfit-type dislocations (e.g., the 
segment labeled XY) at the interface that already has a cross-grid of misfit dislocations, (b) At higher 
applied stress, composite yields plastically when single dislocations can transmit across the interfaces. 
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The bowed segment in Fig. 4(a) is near-screw and the 
segment deposited at the interface is edge. For this loop, 
the view with the glide plane edge-on is shown in Fig. 
4(b). One can mathematically treat the two edge 
dislocations deposited at the interface by the motion of 
the glide loop by creating infinitesimal dislocation 
dipoles and separating them to the desired positions 
[10]. If the plastic strain in the layer A is E  prior to 
yielding in B, then there will be an array of these glide 
loops of average spacing (b/eA). One finds the value of 
WD for this array by integrating the Pcach-Koehlcr 
force (=ob) on the dislocations over the layer thickness: 

WD = -Jobdy (3) 
Fig. 3 TEM micrograph of a Cu-Nb 
multilayer annealed at 600 °C. Thermal 
strains (~0.5%) result in an array of 
dislocation loops in the Cu layer, while 
no significant plasticity is observed in Nb. 

The dislocation line energy expressions for simple 
stretch or shear arrays have been derived by Krcidler 
and Anderson [11]. Here we have considered 60° glide dislocations and carried out the 
integration separately for the three resolved components of b (by normal to the interface and bx 

and bz along the line directions of the cross-grid of misfit dislocations). For each component, the 
integration is the sum of integrals over paths I and II shown in Fig. 4(b). Wc further define an 
upper bound and a lower bound estimate for WD. In the upper bound estimate, the work done 
against the stress fields of both arrays of the misfit dislocations, and the self-energy of the glide 
loops are included, hi the lower bound estimate, we assume that for the h range where this model 
applies, the misfit dislocation spacing (X) is greater than the equilibrium value. TEM 
observations of the Cu-Ni interface have shown that even when h is an order of magnitude higher 
than the critical thickness (hc), X is a factor of 2 above the equilibrium value of-10 nm [12]. 
Thus, the glide of the hairpin loops adds the "missing" misfit dislocations at the interface and 
hence "negative" work is being done as X is reduced to its equilibrium value. This negative work 
effectively cancels out the calculated work against the stress field of equilibrium misfit arrays, 
and to a first approximation, we need only consider the self-energy terms in the lower bound 
estimate. The result is a sum of the self-energies of the dislocation components bx, by and bz: 

8ff(l-ü) b 4/r(l-u) b 8;r b 
W, (4) 

II 

r 
(a) 

I 
I    / 
I / 

A 

(b) 

Fig. 4(a) Schematic of a glide dislocation 
moving by an Orowan bowing process in 
the softer layer A while the harder layer B 
continues to deform elastically; (b) view 
of the glide loop shown in (a) with glide 
plane edge-on. The deposition of two edge 
dislocations at the interface is equivalent, 
mathematically, to the creation of infinite- 
simal dislocation dipoles, followed by 
separation to the desired positions, along 
sequential paths I and II. 
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This result, when substituted in eq. (2), should give a lower bound of the applied shear stress to 
move the hairpin dislocations in the softer layer, in the absence of any residual stresses. The 
details of the upper bound calculation and comparison with the lower bound will be presented in 
a separate article. To account for the effect of residual stress, we consider only the coherency 
stress here and ignore the intrinsic stress (growth-related stresses in PVD). The maximum bi- 
axial coherency stress can be estimated from misfit strain by means of Hooke's law [10]. For h > 
hc, the coherency stress will decrease by a factor of (h/hc) [13]. We assume that the presence of 
in-plane coherency stresses (xCoh) will lower the barrier for the motion of hairpin dislocations in 
the softer layer. The effective applied stress to initiate slip in layer A is: 

T
A
      = T - T (^ applied Orowan coh V   / 

Once the array of hairpin loops has caused yielding in the softer phase, the resistance of the 
interface to single dislocation crossing needs to be computed. The lattice parameter mismatch at 
the interface (em) when added to the plastic strain accumulated in the softer phase in the elastic- 
plastic region (s ), gives the new misfit dislocation spacing as b/(em + e ). The stress tensor for 
this array of edge dislocations is computed from equations by Hirth and Lothe [14], and rotated 
to the glide system co-ordinates. These stresses vary with distance parallel as well as normal to 
the edge array. We have calculated the stress tensor at a point that is mid-way between two 
misfits and a distance of 3b normal to the interface. Once the glide dislocation is pushed out of 
the interface by a small distance of ~3b, the repulsion from the same-sign dislocations in the 
array will push it further away. There will be additional attractive and repulsive forces, 
respectively, from the edge arrays at distances h below and above the array from which the glide 
dislocation is being pushed out. These forces are roughly equal in magnitude and cancel out. 
Therefore, the effective applied stress is just what is needed to push the glide dislocation out of 
the interface by a small distance of ~3b. This calculated stress (Tarray) when added to the Orowan 
stress (eq. 5) gives the composite shear strength: 

~    ~ ~array ''applied \P) 

This shear stress is converted to normal stress by means of the Schmid factor for {111 }<110> 
glide in <100> oriented fee multilayers, and compared to experimental data on Cu-Ni in Fig. 5. 
The solid data points in Fig. 5 are hardness values divided by a factor of 3, and the open points 
are tensile data on electrodeposited materials. For h > hc, the model provides a reasonable fit to 
the experimental data. At larger h (sub-(im to tens of |im), the pile-up based H-P model will be 
more appropriate. The single dislocation model incorporates several unit processes involved in 
the deformation of nm-scale multilayers such as Orowan bowing, coherency stresses, interface 
misfit dislocations array resistance, etc. Although not discussed here, the dislocation image force 
(Koehler) effects can be added to eq. (6) as appropriate. Atomistic simulations have shown that 
the Koehler barrier can be significantly altered by coherency stresses [19]. For h < hc, and in 
general for h < ~ 5 nm, the Orowan bowing stresses arc on the order of theoretical strength limit, 
and this model will not work. We speculate that a saturation in strength will be reached at these 
length scales corresponding to the transmission of dislocations across interfaces overcoming the 
coherency and Koehler-type barriers. A drop in strength, as observed in miscible Cu-Ni systems, 
may occur if the width of the intermixed interface is on the order of h. The deformation 
mechanisms at these length scales (h < ~5 nm) may be better studied through atomistic 
simulations [19,20]. 
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SUMMARY 
The Hall-Petch model describes the strengthening in multilayers at near-micron length scales. 

At nm-scales, plasticity may involve motion of single, rather than piled-up, dislocations, and a 
model, based on Embury-Hirth [7], is developed to interpret this behavior. We calculate the 
applied stress for the motion of Orowan loops in the softer layer by incorporating effects of 
misfit dislocations at the interface and in-plane coherency stresses. This stress when added to the 
calculated interface resistance to single dislocation transmission gives the composite yield 
strength that compares favorably with experiments for semi-coherent multilayers. 

This work was supported by the Office of Basic Energy Sciences, Department of Energy. 
Authors acknowledge discussions with M. Vcrdier, M. Nastasi and T.E. Mitchell. 
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ABSTRACT 

Nanolaminate materials exhibit increases in hardness and yield strength beyond those expected 
according to rule of mixtures calculations. Several models have been proposed to explain this 
enhancement of strength, but conclusive experimental verification is hindered by the complex 
interaction between ingrown defects, in-plane microstructure and compositional modulation. In 
this study, mechanisms of plastic deformation in nanolaminates are investigated by in situ TEM 
straining of epitaxial Cu/Ni nanolaminates grown on Cu (001) single crystal substrates. Two 
distinct types of deformation are observed. Initial plastic deformation is accommodated by 
motion of "Orowan" and threading dislocations in a uniform and random fashion. As the stress 
levels increase, fracture occurs creating a mixed mode crack. Subsequent observations suggest 
that intense plastic deformation occurs over many bilayers in the direction of crack growth, but is 
contained to within one or two bilayers in a direction normal to the crack faces. 

INTRODUCTION 

The capability of microstructural control on the nanoscale has lead to the development of 
materials exhibiting significant enhancements in hardness [1], tensile strength [2], and wear 
properties [3] compared to "bulk" materials fabricated through traditional processing routes. 
Nanolaminated composites consist of alternating layers of at least two different materials, with 
each layer being up to tens of nanometers in thickness. Nanometer level modulation in 
composition may also introduce nanometer scale modulation in elastic modulus, lattice spacing 
and crystal structure. These effects in turn lead to image forces, interfacial misfit dislocations, 
alternating residual stresses and variations in Burgers vector, all of which have been proposed as 
potential interfacial strengthening mechanisms in nanolaminates [1, 4-7]. 

The lack in understanding of the fundamental deformation mechanisms in nanolaminates has 
made it difficult to predict, and thereby optimize, their mechanical properties. This is due is part 
to the paucity of observations of deformation induced structures in these materials. Difficulty in 
sample preparation and microstructural complexity have made characterization studies difficult 
to perform. Lu et al. have observed threading dislocations crossing multiple interfaces in Cu/Nb 
nanolaminates deformed under a knife edge contact [8]. Early in-situ straining experiments on 
Cu/Ni systems have suggested that threading segments deposited at the interfaces can bow into 
adjacent layers under high stresses [9-11]. One drawback to those studies was that the sample 
geometry resulted in localization of deformation in a narrow region of the nanolaminate. In this 
study, in situ TEM straining experiments are performed on Cu/Ni nanolaminates with a bilayer 
thickness of 90 nm and a more uniform stress distribution. Initial plastic deformation is 
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accommodated by confined layer slip (CLS) and motion of threading dislocations spanning 
multiple layers. As the stresses increase, a mixed mode crack is initiated inducing localized 
plastic deformation ahead of the crack tip. 

EXPERIMENTAL PROCEDURE 

Single crystal nanolaminates composed of alternating layers of copper and nickel were 
prepared by pulse plate electrodeposition on a 1 inch diameter Cu (001) single crystal substrate 
disk [12]. The bilayer wavelength was 90 nm, composed of 55 nm Ni layers and 35 nm Cu layers 
and was repeatedly deposited to a total film thickness of 5 um. The single crystal disk/ 
nanolaminate film was subsequently overplatcd with copper. Slices were cut such that the 
nanolaminate was viewed in cross-section from the cut surface. Standard 3 mm disks were then 
mechanically punched from the slice and subsequently dimpled and ion-milled just to the point 
where the laminate layers were electron transparent but not perforated. The TEM foil was then 
mounted to a straining blank using cyanoacrylatc and loaded into a straining holder. Diffraction 
studies in the TEM revealed that the crystal was oriented in such a way that the normal to the 
surface of the TEM foil was along a <100> direction. 

In situ straining experiments were performed in a 300 kV TEM with a single tilt, gear driven 
straining system. All micrographs and video footage are bright field images taken near the (100) 
zone axis at tilt angles that maximize contrast and minimize layer occlusion. Extension rates 
were approximately 10 nm/s. Straining experiments were recorded using a mini DV digital video 
recorder and a CCD camera trained on the phosphor screen. Video was subsequently imported to 
the computer using commercial video editing software and the brightness and contrast of the 
images were enhanced to utilize the full grayscale range. Individual frames have been Fourier 
filtered to remove grids of dots, which were artifacts from the video compression algorithm. 

RESULTS AND DISCUSSION 

In Situ TEM Observations 

The initial microstructure, tensile axis, and crystallographic orientation of the foil are shown 
in figure 1. Threading dislocations and Orowan-type loops are located in both the Cu and Ni 
layers. Note also the absence of grain boundaries. The TEM foil is oriented near the (100) zone 
axis such that the active{111}(710) slip systems are inclined to the foil surfaces by 45°. 

Consequently, dislocations move a distance of one or two bilayers before exiting a foil surface. 
Initial plastic strain is accommodated by random occurrences of CLS of Orowan-type 

dislocations, or occasionally through threading dislocations spanning multiple layers. Figures 2 
(a) and (b) show two video frames spaced 30 s apart showing the motion and/or disappearance of 
dislocations due to multiple CLS events and the emergence of dislocations from the foil. The 
spot in the center of the field of view is an artifact of the phosphor screen. The arrows in each 
micrograph point to the initial positions of several dislocations and illustrate the occurrence of 
CLS. Motion and/or disappearance of these dislocations arc stochastic and jerky. Occasionally, 
motion of threading dislocations that span multiple layers is also observed, although this is less 
common. When a CLS event occurs, it frequently results in a series of CLS events in adjacent 
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Figure 1. Cross-section TEM micrograph of a 35 nm Cu/55 nm Ni single crystal 
nanolaminate. Threading and Orowan type dislocation span both layer types. 

layers. For this particular foil, the video indicates slip occurring in both the Ni and Cu layers 
with similar frequency. This is expected as the stress to activate CLS is proportional to 
(ßb/h)\n(h/h), where // is the shear modulus, b is the Burgers vector, and h is the individual layer 
thickness [13]. The shear modulus and thickness of the Ni layers are both approximately 1.5 
times that of the Cu layers, giving similar threshold stresses for CLS. 

Eventually the rising stress level leads to formation of a mixed mode crack. When this 
occurs, deformation becomes highly localized. Figure 3 shows a micrograph of the crack wake 
after formation of the crack. Analysis of video footage during straining reveals that the crack was 
formed during two discrete bursts of deformation spaced 8 s apart. The direction of crack 
propagation with respect to the tensile axis, combined with out of plane bending in the foil, gives 
rise to normal, in-plane and out-of-plane shear modes. Inspection of figure 3 reveals that the 
crack wake consists of two regions that have completely sheared apart, labeled "a" and "b", 
separated by a bridging ligament. This is consistent with the video observations and suggests that 
the crack formed in two steps. 

Ipf ruf». F   : 

Wmf^Sst^^^- "^" 

f-Ä : 

a) HBT^^J 

Figure 2. A single crystal Cu/Ni nanolaminate with a 90 nm bilayer thickness showing 
confined layer slip (CLS). Arrows mark the same location in each frame and highlight regions 

where CLS has occurred. The dark spot in the center of the frame is an artifact of the phosphor 
screen, (a) Initial configuration, (b) After 30 s of strain. 
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Figure 3. A crack formed during in situ straining as a result of localized plastic deformation 
in an epitaxial single crystal Cu/Ni nanolaminate. The crack is growing from right to left and was 

formed during two discrete events. 

Near region "a", the angular projection of the crack faces with respect to the Cu/Ni interface 
is approximately 45°, consistent with slip along {111} planes projected onto the (100) plane. 
However, near "b" this angle changes to 56° ± 3°. Selected area diffraction from region "b" 
indicates the foil has plastically bent causing a rotation from the (100) to the (101) zone axis, 
thus resulting in the change in projected angle. 

The stepped morphology of the fracture surface near "a" and the occurrence of blunting are 
of particular interest. Fracture within each layer occurs on separate {111} planes and linkage of 
these regions occurs near the Cu/Ni interfaces. High magnification micrographs reveal that 
separation does not occur along the Cu/Ni interfaces, but rather within the Cu layers. This 
process leads to limited ductile tearing and crack tip blunting within the Cu layers. Evidence of 
nanometer scale blunting can be found by comparing the separation of crack faces in adjacent Ni 
layers. For instance, in figure 3, the two Ni layers indicated with arrows have projected crack 
face separations of 15 nm and 30 nm. This may be an opening mode displacement, projected 
displacement resulting from out of plane shear, or a mixture of the two. The transition in 
separation between these two Ni layers occurs within the intervening Cu layer. 

While initial crack propagation occurs in an unstable manner, subsequent straining produces 
dislocation activity that is highly localized along slip planes ahead of the crack tip. Figures 4 (a) 
and (b) are video captures taken 5 min apart during straining. Deformation proceeds from the top 
to the bottom of the field of view and moves slightly to the left. The tip of the crack is off the top 
of the viewscreen. Imaging conditions for the dislocations participating in this mode of 
deformation are extremely weak. However, sudden changes in local strain in the foil due to 
deformation and crack growth result in variations of diffraction contrast, allowing general 
observations to be made of how deformation proceeds. 

Deformation is observed to proceed on a layer by layer basis. This is inferred from abrupt 
changes in the location of strain contours and the extent of shear thinning at the interfaces, as 
seen in figures 4 (a) and (b) and the video footage. Dislocation activity in the nanolaminate is 
limited to a narrow zone within individual layers provided the crack continues to propagate in 
the same direction. The width of this zone has been estimated from the video and is indicated in 
figure 4 (a) as approximately two bilayers. In contrast, dislocation activity occurs over at least 7 
adjacent bilayers in the direction of crack propagation, giving the plastic zone a high aspect ratio. 
For example, in the video sequence from which figures 4 (a) and (b) were taken, localized plastic 
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Figure 4. Individual frames taken from in situ TEM straining of a Cu/Ni nanolaminate. The 
video is taken from the plastic zone ahead of the crack tip that is propagating from the top right 

toward the bottom left. Variations in diffraction contrast indicate the effect of interfaces on 
plastic deformation, (a) Initial configuration, (b) After 5 min of applied strain. 

deformation was seen in all layers on the viewscreen, although the most intense activity occurred 
within the top four bilayers. 

These observations are similar to the initial stages of crack propagation as seen by in situ 
straining of homogenous metals [14], where the thin foil geometry results in a Mode III crack 
consisting of a coplanar arrays of screw dislocations. However, in the nanolaminate, this 
deformation structure is not a thin foil effect. When the plastic zone reaches the single crystal 
substrate, screw dislocations begin to cross-slip, expanding the plastic zone size by more than 
two orders of magnitude under similar foil thickness and applied stress intensity conditions. 

Comparison to Modeling 

Observations indicate that initial deformation occurs through CLS in both Ni and Cu layers. 
Thus, factors such as image forces and other interfacial strengthening mechanisms do not 
determine the onset of yield at this bilayer thickness. Instead, the layer thickness, shear modulus 
and Burgers vector determine the line tension that must be overcome to initiate dislocation glide 
within a layer [13]. For the nanolaminate tested here, this occurs at a similar stress for both Cu 
and Ni layers and CLS is observed within the entire nanolaminate. The process of CLS involves 
incorporation of misfit dislocations at the Cu/Ni interfaces. Modeling suggests the gradual 
increase in misfit dislocation density occurs at a constant stress until the interface is fully 
saturated [11]. Upon saturation, discrete pileups begin to form within individual layers. 

Once the stress to propagate a dislocation at the head of a discrete pileup across the interface 
is less than that to initiate CLS within a saturated layer, interlayer mechanisms become 
operational. The stress at which this occurs is dependent upon the mechanisms responsible for 
the strength of the interface, whether it be modulus mismatch, misfit dislocation grids, 
differences in crystal structure, etc. Subsequently, Orowan-type dislocations previously confined 
to a single layer now span multiple layers. These dislocations can now propagate in a CLS mode, 
under a modified critical configuration where the confined layer thickness is now the combined 
thickness of two or more adjacent layers. This increase in effective layer thickness decreases the 
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stress for CLS and increases the number of dislocations that can be incorporated into a pilcup 
configuration. This could concentrate dislocation activity and result in localized deformation. 
Previous in situ TEM studies have hinted at various localizing processes [9-11]. While this study 
highlights the early stages of slip in nanolaminated structures, investigating the transition from 
CLS to interlayer deformation mechanisms is the focus of ongoing research. 

CONCLUSIONS 

Deformation mechanisms in Cu/Ni single crystal nanolaminates have been investigated by 
in situ straining of nanolaminate cross sections in the TEM. Initial plastic deformation is 
observed to occur by a CLS mechanism in which Orowan-type dislocations glide within their 
layers and do not penetrate the Cu/Ni interfaces. Upon saturation of the CLS mechanism, a 
mixed mode crack is initiated. During subsequent crack growth, deformation proceeds on a layer 
by layer basis. Dislocation activity is limited to within a bilayer thickness of the fracture surface, 
but extends over at least 7 bilayers in the direction of crack propagation. 
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ABSTRACT 

An adaptive composite containing a shape memory alloy as an active component is the subject of 
the paper. The elastically heterogeneous nano-composite containing ultra-thin layers of a passive 
material and thin layers of an active material is investigated in this paper. The superelastic 
modulus of the composite depends on the fraction of the active layer and can be negative if 
relative thickness of the active layer exceeds some critical value depending on the ratio between 
the elastic moduli of the layers and the characteristics of transformation. The negative 
superelastic modulus corresponds to the thermodynamic instability of superelastic deformation 
and results in stress-strain hysteresis. The relation between the elastic properties of the 
composite's components and relative thickness of the layers, which enable to stabilize the 
superelastic deformation, is obtained. 

INTRODUCTION 

A concept of the superelastic polydomain adaptive composite is proposed in the paper. 
The adaptive composite containing a shape memory alloy as an active component  utilizes the 
unique adaptive properties of shape memory alloys to change their crystalline structure in 
response to the external stimuli such as temperature or stress.   In the adaptive polydomain 
composite deformation of an active component proceeds through the evolution of a polydomain 
martensitic microstructure.   Since the microstructure evolution in thin constrained layer can be 
well controlled, the multilayer composite consisting of thin (<lu,m) active layers separated by 
ultra-thin (<100nm) of a passive material allows one to obtain superelastic material with 
controlled deformation properties. Under certain constraint conditions the stress-induced 
transformation and the domain reconstruction of a martensite phase appear as a hysteresisless 
continuous evolution of an equilibrium microstructure. Thus, the composite should demonstrate 
large (~0.1) reversible superelastic deformation with the effective modulus much less than the 
modulus of the composite components. Ultra-thin layers of a passive component of the 
composites are able to maintain large elastic deformation. 

The thermodynamic analysis of the superelastic deformation of the composite is 
presented below. 

MODEL 

Microstructures of the composite after the transformation in a polydomain austenite- 
martensite state are presented in Fig. 1. The possible polydomain structures that can be formed in 
the active layer as a result of martensitic transformation are shown in Fig.2. 
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Figure 1. "Elementary cell" of an adaptive 
nano-composite. 
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Figure 2. Possible polydomain microstructures in the active layer: fa) 
two-phase martensite with twin structure inside; (b) single-domain 
martensite (two-phase polydomain): (c) twin structure. 

If the crystallographic symmetry of a product phase is lower than the symmetry of the parent 
phase, several different variants, or domains, of the product phase can arise. For instance, a 
transformation of a cubic phase to a tetragonal should give three variants with self-strains 
(Fig.2). 
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where x is a coefficient of tetragonality. 
The typical two-phase polydomain structure consists of alternation of austenite layers and 
martensite plates with internal twin structure inside (Fig.2a) [1] . However, because the active 
layer is thin, the microstructure consisting of martensite plates without internal twins and 
consequently with lower interface energy may be more preferable (Fig.2b). This degenerated 
microstructure austenite/single-domain martensite is considered in this paper. 

The polydomain microstructure arises as a result of the transformation at cooling or under 
stress. When the stress increases, the growth of the martensite fraction with stress results in 
supcrclastic contribution to the total deformation of composites. Thcrmodynamic analysis allows 
us to determine the equilibrium martensite fraction as a function of stress and to construct the 
superelastic stress-strain relation. 

THERMODYNAMICS OF ADAPTIVE NANO-COMPOSITES WITHOUT EXTERNAL 
STRESS 

The free energy of the composite per unit of volume can be presented as following: 
F = yßhf + yß{\ - ß)eM + r(\ - rK + e„„™ (2) 

where y=hl H is a fraction of the active layer, /Jis a fraction of the martensite phase in the two- 
phase mixture. The first two terms describe the free energy of the active layer. A/=/o2 -/b1 is the 
temperature determined difference of the free energies of an austenite phase (/o1) and the 
martensite phase (/[j2). eM is and energy due to the misfit between austenite and martensite 
phases. For the self-strain (Eq.(l)): 

,(EoXY (3) 
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where Eioo is the Young's modulus along <100> (the cubic elastic anisotropy of the active layer 
is assumed) [2], 

The third term is a constrained energy due to the misfit between layers, where ec is : 

1 
4 

(g, +e2)
2 | (£, -e2f 

s(y)       s(r) 

sir) = (i - JOW, + 5,°2)+r(sft + sf2) (4) 
s(r) = (i-r)(s?l-s?2)+y(sl

p
l-s1

p
2) 

Here £i=e+ßei°, E2=e+ßE2°, where e is in-plane misfit between the passive layer and the active 
layer in the austenite state, Ei° ,£2° are in-plane components of the self-strain along xi and X2 [3]. 
It is assumed that the active and passive layers have cubic elastic anisotropy and the layers are 
parallel to a cubic crystallographic plane, Sn", Si2

p and Sn", Si2 a   denote the elastic 
compliances of the passive and active layers, respectively. The difference between elastic 
properties of the austenite and the martensite is neglected because it is assumed to be much less 
than the difference between elastic properties of passive and active layers. 

The last term in Eq.(2), the "microscopic" energy, includes the energy of microstresses at 
the layer interfaces and the energy of the interdomain and interlayer interfaces [3]. In the 
considered here case of the incompatible phases this term can be omitted because it is small in 
comparison with the misfit energy between phases. 

THERMODYNAMICS OF ADAPTIVE NANO-COMPOSITE UNDER EXTERNAL 
STRESS 

Consider the composite under uniaxial external stress along X3, 03. In this case the 
martensite with the self-strain 80,3 is preferable. Under external stress the thermodynamic of the 
composite is characterized by the minimum of the free enthalpy [4]: 

* = hfßr+yß{\-ß)E°^{ea)2 + rQ-y)ec(^)-\m-7)sp +ys»W -<r,M      (5) 
The expression for the free enthalpy is deduced from the expression for the free energy by 
adding the last two terms in Eq.(5) taking into account the work of external stress and 
renormalization of constrained energy which becomes 

_(-ß£oZ + (S;'2-SP
2)(J3)

2 

s(r) 
Here it is taken into account that £1=82 and assumed £=0 (Eq.(4)). 

The equilibrium fraction of the martensite phase, ßo, is determined by the equilibrium 
equation 3<J>/9ß=0. The average strain is equal to 

ÄE> 1 

(6) 

da, A (7) 
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Figure 3. Elastic and superelastic deformation for different fractions of an active layer and the 
evolution of an equilibrium. Ratio between Young's moduli of active and passive lovers, 
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Figure 4. Thermodynamic hysteresis corresponding to the negative slopes on stress-strain CUITCS. 

And the superelastic compliance of the composite is 
d20. 

S„  =- 
</(T, 

2    A (8) 

As an example, the superelastic deformation of the composite with isotropic elastic properties of 
the layers with different relative thicknesses is shown in Fig.3. The negative slope of the curve 
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Figure 5. Superelastic modulus (1/S,S") of the composite for different fractions of an active layer at different ratios 
between elastic moduli of a passive and active layer. 
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Figure 6. Boundary between areas of stable and unstable .superelastic deformation of a composite. 

corresponds to the stress-strain hysteresis (Fig.4). This hysteresis decreases and eventually 
disappears as a fraction of the active layer decreases. The positive and negative superelastic 
modulus at different fractions of an active layer, y and at different ratios between elastic moduli 
of an active and a passive layers, \, is shown in Fig.5. Figure 6 shows the optimal relation 
between % and y which allows one to create the composite without the hysteresis (positive 
effective Young's modulus of the composite).   The boundary (1/S*=0) which separates the areas 
of stable and unstable deformation is determined by the equation: 
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Different components of the supcrelastic compliance can be obtained analogously. 
However, it is necessary to select the most preferable variant of the martensite phase at different 
stress states. It results in the change of clastic compliances with change of sign of external stress. 

DISSCUSSION AND CONCLUSIONS 

As shown in our previous research [2,5] the supcrelastic deformation of a transforming 
crystal is intrinsic instable due to incompatibility between phases. This instability is a main 
source of stress-strain hysteresis of supcrclasticity. The engineering of the composite including 
shape memory alloy as a component allows one to eliminate the thermodynamic instability of the 
two-phase state and to decrease the hysteresis. This problem has been discussed before 
neglecting the difference of the elastic properties of the composite components [6]. However, it 
is necessary to note that the constraint imposed by the composite architecture making the 
evolution of the microstructure more reversible simultaneously decreases the accessible 
superelastic strain. Therefore, taking into account the difference between elastic properties of 
the composite's components is necessary for optimization of the deformation properties of the 
adaptive composites. This important step to design adaptive nano-composites is done in the 
present paper. 

The analysis of the composite with the simplest microstructure presented here can be 
expanded to more complex hierarchical microstructures including twinned martensite [7] as well 
to ultra-thin multilayers where the effect of microscopic energy is essential. The effect of the 
microscopic energy has been taking into account in the analysis of'superplastic deformation of 
the adaptive composites with polytwin active layer (Fig.2c) [6, 8]. 
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Atomistic Simulations of Steps in Bimetallic Interfaces as Barriers to Interface Slip 
Transmission 

Charles H. Henager, Jr.*, Howard L. Heinisch, Jr, Richard J. Kurtz, and Richard G. Hoagland 
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Richland, WA 99335-0999 

ABSTRACT 

Atomistic models of coherent interfaces in the CuNi system with and without (111)-steps 
were used to study slip transmission across interfaces in CuNi metallic bilayers. The lattice 
mismatch of the CuNi system results in large coherency stresses at the interface. The (11 l)-steps 
afford a larger barrier to slip than the flat, coherent interface. The coherent flat interface 
dislocation barrier is largely due to the large compressive stresses in the Cu layer that must be 
overcome by applied tensile stresses. Additional Koehler forces are present as the dislocation in 
the elastically softer Cu approaches the stiffer Ni layer. The step, however, possesses a small 
residual edge dislocation with a Burgers vector equal to the difference of bCu and b^i times the 
height of the (11 l)-step in (11 l)-layers. We find that these steps are potent slip barriers, which 
suggests that homogeneous slip is preferred in such systems. 

INTRODUCTION 

Nanolayered materials can have strengths approaching theoretical strengths and empirical 
laws, such as the Hall-Petch relation, can be used to estimate these strengths as a function of 
layer spacing. However, the Hall-Petch formalism neglects important mechanisms that begin to 
become important at small sizes for which single dislocation motion is critical and, therefore, 
strength estimates may be erroneous. These mechanisms include glide dislocation interactions 
with coherency strains, Koehler forces due to elasticity differences, and dislocation core structure 
changes in passing from one layer to another. The mechanical behavior of these materials 
suggests the term "interface strengthening" as a better description than that given by the Hall- 
Petch model. Interface strengthening not only describes the yield behavior but subsequent 
deformation as well since the onset of deformation can change the nature of the interface, which, 
in turn, can have significant effects on continued deformation processes. 

Deformation of cast CuCr eutectics provides indirect evidence that interface steps play a 
significant role in deformation of interface strengthened materials. Drawn samples of CuCr 
material containing Cr fibers exhibit rather homogeneous deformation such that the fibers 
undergo rather uniform shape changes [1]. Extracted Cr fibers exhibit surface slip steps but also 
show uniform elongation and homogeneous shape changes. These observations suggest that slip 
is occurring uniformly along the fiber length with dislocations shuttling between the CuCr 
interfaces [1]. This suggests that surface steps inhibit continued deformation and prevent fiber 
necking and local shear banding within the Cr fibers. 

The size scale of nanolayered materials allows detailed atomistic modeling of 
deformation behavior. We determine the force required for a dislocation to transect an interface 
with and without atomic-scale steps. This information can be used to develop detailed 
mechanistic understanding of deformation nanolayered materials. 

1 Pacific Northwest National Laboratory is operated for the U. S. Department of Energy by Battelle under Contract DE- 
AC06-76RLO 1830. 
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DESCRIPTION OF MODEL 

Many of the details of our approach arc described elsewhere [2], Briefly, we employ 
rectangular atomistic models containing an interface parallel to the x-z plane (normal to the y- 
axis) and having two regions; region 1 is an inner region containing movcablc atoms and region 
2 is an outer semi-rigid rectangle containing fixed atoms. The two crystals on cither side of the 
interface are free to move and undergo homogenous strain in all three directions and this 
movement occurs during the relaxation via a viscous drag algorithm, i.e., the velocities and strain 
rates associated with such motions arc proportional to the net forces acting on each of the two 
crystals within region 1. In addition, we employed a mapping scheme whereby average 
displacements within region 1 were used to adjust the positions of individual atoms near the 
interface but within the surrounding region 2. Periodic boundary conditions were employed 
parallel to the z-axis. Embedded atom method (EAM) potentials that were used to describe the 
energetics of atomic interactions in the Cu-Ni system arc of the Voter-Chen type [3,4]. 

For this study, we constructed a coherent {010}-interface (cube-on-cube) between Cu 
and Ni with no interdiffusion or mixing across the interface. The x-axis of the model is [101] 
and the z-axis is [Toi]. Large coherency strains are present without the misfit dislocations such 
that 0| i in the Cu layer is -2.38 GPa (compression) based on the 2.7% misfit between Cu and Ni. 
This situation applies to that portion of the CuNi interface lying between the misfit dislocations 
where the coherency strains are not cancelled by the dislocation strain fields and represents, 
therefore, the "hard" portion of the interface [5]. 

Interface steps were created and relaxed during the lattice generation part of the model 
construction. Dislocations were subsequently created in the Cu layer by applying the anisotropic 
displacement field(s), the Volterra field, to the atoms in both regions 1 and 2. The dislocation 
lines were parallel to the z-axes in all cases. The dislocated lattice is then relaxed and 
incremental tensile strains of 0.002 are applied (quasi-static) to the model using e, i = 0.002, £22 
= -.0015085, and E33 = 0.00018168 for the Cu layer and en = 0.002, e22 = -.00131802, and £33 = 
0.00018168 for the Ni layer to maintain mechanical equilibrium during straining. A molecular 
dynamics algorithm moves the atoms in response to the nonzero forces acting on them. The 
relaxation process is stopped when the root mean square of the forces acting in region 1 drops 
below a set value, about 3 x 10"4 eV/A. The lattice temperature at relaxation is about 0.0IK. 
Repeated straining and relaxing gradually finds the level of applied strain at which the glide 
dislocation transects the CuNi interface. 

{111} CuNi Step 

The lattice mismatch between Cu and Ni of 2.7% gives rise to the large coherency strains 
in the portion of the interface lying between misfit dislocations [5]. There is a corresponding 
misfit along <110>{ 111} since bCu = 0.25562 nm and bNi = 0.248902 nm. Therefore, a {111}- 
step at the CuNi interface will have a mismatch of be, - bNi = 0.006718 nm, which is a residual 
Burgers vector pointing from Cu to Ni along <110>{ 111}. For our specific geometry, however, 
we find that this residual Burgers vector is given by 

j,K=^m-y 21^ ^y-i^-^uin (.) 

where aCu = 0.3615 nm and a^ = 0.352 nm so that the magnitude of bR = 0.003878 nm. Since 
our interface is parallel to the x-z plane and is periodic in z, the only direction along which 
relaxation is allowed in the plane of the (11 l)-step is in the [121] direction. Therefore, our 
mismatch Burgers vector must lie along the [121] direction on the (111) plane (Fig. 1). 
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Figure 1. Atomic model of 1-high (111) step in CuNi system. The plane of the step is 
the (111) plane and the residual b (OR) lies in the (11 l)-plane along the [121] direction. 

Glide Dislocation 

We place a pure edge partial 8A = aai / 6[121] in the Cu layer near the CuNi interface and 
on the same (111) plane as the step. Wc use the full anisotropic field for this and place that field 
in the region 1 and 2 atoms. The large compressive o"n in the Cu layer pushes 8A up to the edge 
of the model (Fig. 2a). Then we apply the strain tensor listed above in 0.002 increments and 
relax. As the strain increases, we observe the dislocation approaching closer to the boundary and 
eventually passing through (Fig. 2b). We use the edge partial since it is the leading partial of the 
CA dislocation and experiences the maximum resolved shear stress on the (111) plane. The 
trailing partial is the C8 partial, which is a 30° dislocation, and it experiences less of the resolved 
force. Dislocation 8A will be the first one to transect the interface and will require the smallest 
stress to do so. 

RESULTS AND DISCUSSION 

Flat interface 

At an applied strain level of 0.020 the dislocation 8A is able to pass through the CuNi 
interface. Hoagland et al. [5] showed that the following nonlinear stress-strain relation was 
required to calculate the stresses in the Cu layer: 

133.14a, - 946.85£?, (2) 

since the strains are large. From this relationship we find that the applied tensile stress is about 3 
GPa. Since the Cu layer starts out at -2.4 GPa this means that the tensile stress in the Cu layer at 
transection is about 0.6 GPa. We also show the distance in the y-direction (height) of 5A as a 
function of applied strain and plot that with the applied stress in the Cu layer (Fig. 3a) as a 
function of the applied strain. 

1-high (111) step 

At an applied strain level of 0.024 the dislocation 8A is able to pass through the CuNi 
interface containing a one atomic layer high (111) step. For this case the dislocation is on the 
same (111) plane containing the step. Wc show an atomic model of the critical position just 
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before transection (Fig. 2b). From Eq. (2) we find that the applied tensile stress is about 3.5 
GPa, or about 1.1 GPa tensile stress in the Cu layer. We compare results for the flat interface 
and the 1 -high (111) step in Fig. 3a. The stress to transect the interface is significantly higher 
than for the flat interface. Note that the dislocation approaches closer to the interface for a given 
strain level compared to that for the flat interface. 

(a) (b) 
Figure 2. (a) Atomic model of stepped interface (I -high) with pure edge partial, 8A, at top of 
model. Dislocation was introduced near CuNi interface but was pushed to edge of model by 
coherency stresses, (b) Model just prior to transection, applied strain equal to 0.022. Dislocation 
has approached boundary and strained Ni lattice is visible across the interface. 

2-high (111) step 

At an applied strain level of 0.026 the dislocation 8A is able to pass through the CuNi 
interface containing a two atomic layer high (111) step. Again, the dislocation is on the same 
(111) plane containing the step. We find that the applied tensile stress is about 3.7 GPa, or about 
1.3 GPa tensile stress in the Cu layer. We compare results for the flat interface and both steps in 
Fig. 3a. The 2-high step has twice the bj< of the 1-high step and the transection stresses are 
correspondingly higher. 

Slip Proximity to the 1-high (111) step 

The location of dislocation 8A relative to the 1-high (111) step was varied to help 
understand the range of influence of the step. The dislocation was moved over one plane (1-off) 
and two planes (2-off) and the strain to push it through the boundary was calculated. The results 
are shown in Fig. 3b relative to the 1-high (111) step on-plane. We sec that the stress to transect 
the boundary is reduced as the dislocation moves away from the step, as we might expect. 
However, even at two planes from the step the transection stress is higher than that for the flat 
interface. 

General Discussion 

We find that even small steps at the CuNi interface have significant effects on slip 
transmission. The stress to push a glide dislocation through a flat interfaces increases by about 
0.5 GPa for the case with a 1-high (111) step. This stress is increased by 0.8 GPa for the 2-high 
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step. Although the residual b is very small, it is not expected to be glissile and, therefore, it acts 
as a strong glide barrier. Although we were not able to determine the stress field of the step from 
this study (we do plan to do this), we also find that the step has a range of influence at least 2 
planes away from the plane of the step. This may be due to the field of the small residual b or it 
may be due to the elastic field of the step itself. 

The main implication of this study is that these slip steps are potent glide barriers and that 
subsequent deformation is likely prohibited. That is, work hardening is high and subsequent 
deformation would more likely occur on adjacent planes rather than localized shear banding. 
Rather, homogeneous deformation is encouraged and this agrees with the general observations in 
the CuCr system [1]. 

h(A) 

(QPa) (OPa) 

(a) (b) 
Figure 3. (a) Plot showing dislocation height (y-direction) and On as a function of applied strain 
for flat, 1-high, and 2-high (111) steps. The labeled arrows mark the stress at which 8A was able 
to transect the indicated boundary, (b) Dislocation height and o, | as a function of applied strain 
for flat, 1-high, and 1-high, 1- and 2-off cases. Glide plane of 8A was moved over either one or 
two planes. The two cases give the same stress level for transection. 

CONCLUSIONS 

Slip steps, or (111) steps, on CuNi coherent interfaces are a potent glide barrier relative to 
the flat interface. Dislocations in the highly compressive Cu layer require large applied stresses 
that overcome the coherency stresses in order to transect the CuNi interface in the case of flat 
interfaces. These applied stresses must be increased significantly in order to push dislocations 
through atomic height steps at this interface. Such glide barriers argue for homogeneous slip in 
these nanolayered materials, which agrees with general findings in the CuCr eutectic system. 
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ABSTRACT 

Mechanisms responsible for the formation of a misfit dislocation in a lattice-mismatched 
system have been studied using Molecular Dynamics simulations of a two-dimensional 
Lennard-Jones system. Results show clearly how the strain due to the lattice-mismatched 
interface acts as a driving force for migration of dislocations in the substrate and the over- 
layer and nucleation of dislocations in the overlayer edges. Moreover, we observe disloca- 
tion reactions in which the gliding planes of dislocations change such that they can migrate 
to the interface. 

INTRODUCTION 

Dislocations play an essential role not only in strength properties of ductile materials 
but also in strain relaxation processes of lattice-mismatched hetero-structures [1-3], that 
are central in todays nanotechnology. When in a lattice-mismatched hetero-structure the 
thickness of the overlayer is small enough, the mismatch is accommodated by elastic defor- 
mation of the overlayer. When the thickness increases, the elastic energy of the overlayer 
becomes larger and at a certain critical thickness it becomes favorable to relieve the strain 
by misfit dislocations at the interface. 

Various mechanisms of dislocation migration and nucleation have been found to affect 
the strain relaxation process [1,3]. These mechanisms include the migration of threading 
dislocation to the interface, nucleation of dislocations, and dislocation multiplication [4- 
7]. In all these mechanisms the underlying atomic level cause of the misfit dislocation 
formation is the attractive force exerted by the interface on dislocations with Burgers vector 
orientation appropriate for the relaxation of misfit energy. 

In the present work, we investigate the migration of dislocations and their effect on strain 
relaxation in an atomistic model of a hetero-structure. We will study the effect of the misfit 
interface on the migration of dislocations initially present in the system, nucleation of dis- 
locations in the overlayer edges, and the effect of the interface on the interaction between 
dislocations, by using Molecular Dynamics (MD) simulations. In order to explore the qual- 
itative behavior of dislocation dynamics and for simplicity inter-atomic interactions have 
been modeled by Lennard-Jones (LJ) potentials. We have restricted our investigations to 
two-dimensional (2D) systems, thus avoiding the geometrical complexities involved in the 
simulation of three-dimensional dislocations while retaining salient features of the problem 
under consideration. 

COMPUTATIONAL DETAILS 

In order to get better insight to the dislocation dynamics we have constructed a compu- 
tational model that is based on an interactive simulation program with a graphical visual- 
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(a) (b) 

Figure 1. Dislocations in a close-packed 2D system, (a) A partial dislocation and a stacking fault (sf) formed 
by removing one atomic row. (I)) A perfect dislocation formed by removing two atomic rows. The Burgers 
vector b of the dislocation is also shown. The shading of the atoms is coded according to their potential 
energy (light: high energy, dark: low energy). 

ization environment, described in detail in ref. [8]. The interaction between a pair of atoms 
is described by the Lennard-Jones potential 

V'(r) = e(v,[(<7„/J/r)
12-(att;,/r)

6], (1) 

where r is the interatomic distance. Potential parameters ca!i and <jn!i depend on the species 
(a and ß) of the interacting atoms. The lattice mismatch is defined as / = («f - as)/ns, 
where ar and as are the lattice constants of the film and the substrate, respectively. This 
mismatch can be incorporated into the simulations by assigning a different index for the 
atoms in the upper layers as compared to the atoms in the rest of the system and changing 
the equilibrium distance parameter o for these atoms accordingly. The cross-interactions 
between different types of atoms arc calculated by an interpolation scheme [9] as follows: 

eaß = {1(t^ßß?l2°iyßß)l«n + of,,,) (2) 
*«.* = ((<&,+4>)/2)1/0 (3) 

The values of parameters c and a from ref. [8] - fitted to describe copper - were used for 
the substrate atoms. The range of the potential is limited by the cut-off distance rc chosen 
here to be i\. = 2.1 x rNN, where rNK is the nearest neighbor distance. The effect of the 
discontinuity in the potential at the cut-off radius was compensated by subtracting a linear 
term of the form (?• - i\)dV/ dr\r=rc from the potential. The simulation system consists of 
atoms placed in a densely packed hexagonal lattice. 

Dislocations can be introduced into the system by removing a part of a densely packed 
row of atoms from the system (see figure 1). This can be done in three orientations, which 
introduces into the system two partial dislocations with a stacking fault between them. 
Such a high energy configuration quickly relaxes and the stacking fault disappears, thus 
two perfect dislocations with Burgers vector equal to the shortest lattice vector are formed. 
In some simulations where only one dislocation was initially needed, it was introduced by 
applying the deformation field of elastic continuum theory [10]. 

RESULTS AND DISCUSSION 

In the simulations described below, the bottom layer of the substrate atoms is fixed in the 
vertical direction while the other boundaries of the system are free to move in any direction. 
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Figure 2. Migration of a dislocation from the overlayer to the interface, (a) The simulation system used in 
migration studies, (b) The distance of the dislocations from their position in the beginning of the simulation 
as a function of time plotted for misfits -1%, -2%, and-3%. 
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Figure 3. Results of the nucleation simulations. The number of dislocations nucleated from the overlayer 
edges during the 130 ps simulations is plotted for different misfits and simulation temperatures. The size of 
the circles denotes the number of dislocations. Open triangles designate runs where no dislocations were 
observed. The thin line separatespseudomorphic and relaxed regions. 

The system sizes varied from 3442 to 34667 atoms. 
In figure 2 are shown the results of the dislocation migration simulations. The system 

consisted of 11590 overlayer atoms and 23076 substrate atoms [see figure 2(a)]. The sys- 
tem size was 722 Ax 361 Ä. The initial dislocation was introduced into the center of the 
overlayer by deforming the lattice according to elastic continuum theory. After relaxing 
the system [11] the velocities of the atoms were scaled for 100 fs to reach a temperature 
of 20 K after which the simulation was continued in constant energy mode. Figure 2(b) 
shows the distance of the dislocation from its initial position as a function of time for three 
different misfits. The velocities are averages of a statistics of 20 simulation runs. In all 
cases the final position of the dislocation is at the interface as can be seen in figure 2(b): 
the distance of the dislocation saturates after a long enough time. The amount misfit has 
a strong effect on the dislocation migration. The final velocities of dislocations estimated 
from the last 5 ps before reaching the interface were 936,1338, and 1654 m/s for the misfits 
of-1.0, -2.0, and -3.0%, respectively. 

Dislocation nucleation was studied using the same system as above but without the ini- 
tial dislocation in the overlayer. Simulations were performed for misfits -2.0% - 4.0% at 
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Figure 4. Reaction between dislocations and the misfit interface. The lattice mismatch between the overlayer 
and the substrate is f — 4% (a) [Elapsed time from the beginning of the simulation t = 12.1 ps] Two 
dislocations with horizontal Burgers vectors are introduced to the system, (b.c) ft = 15.1.1C.1 ps] These 
interact with each other first forming a stacking fault (sf) between them and then dislocations with Burgers- 
vectors oriented 60° relative to the x-axis. (d) ft = 18.8 ps] The upper dislocation migrates to the interface, 
faß P = 33.5,34.2ps] The dislocations interact once again and turn their Burgers vectors horizontally. The 
small arrows show the position of the interface. 

temperatures 10-160 K. The simulation time was 130 ps. Results are shown in figure 3. In 
the region of low misfit and low temperature no dislocations were seen. In this region, the 
strain is relieved by elastic deformation of the overlayer and substrate. By increasing the 
temperature dislocations are seen to nucleate from the overlayer edges. In all other cases 
except the -2.0% misfit the highest temperature of 160 K was enough to reach the equilib- 
rium configuration (number of dislocations of 4,4, 3, 2, and 1 for the misfits -4.0%, -3.5%, 
-3.0%, -2.5%, and -2.0%, respectively). In the case of misfit of-4.0%, dislocations were 
observed even in simulations with zero initial temperature, indicating that the activation 
barrier for nucleation disappears. 

Figure 4 depicts an example of the effect of an interface on dislocation interactions, 
when the lattice mismatch is set to / = —4%. The simulation system consisted of 1340 
atoms in the overlayer and 2102 atoms in the substrate. Simulation runs were also per- 
formed using a four times larger system with qualitatively similar results. In order to intro- 
duce a pair of dislocations into the system an initial crack was introduced first. Then the 
system was let to heal for 10 ps at the temperature of 15 K. After this the simulation was 
continued in constant energy mode. The upper dislocation - having two extra planes in the 
positive »/-direction - has the maximum capability to relieve stress formed at the interface 
[see figure 4(a)]. However, this dislocation cannot glide to the interface because its Burg- 
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Figure 5. Reaction between dislocations and the misfit interface. The lattice mismatch between the overlayer 
and the substrate is f = 2.5% (a,b) [Elapsed time from the beginning of the simulation t = 230.0,235.2 
ps] A stacking fault is formed between dislocations bL and b2 by slip of atomic rows (dashed arrows), (c) 
ft = 235.2 ps] Burgers vector of dislocations change orientation, (d) ft = 250ApsJ Dislocation migrate to 
the interface and overlayer surface, (e) Potential energy of the simulation system as a function of time. 

ers vector is horizontal. Figure 4(b) shows how the interaction between the dislocations 
induces a reaction that results in changes in the Burgers vectors. The fact that the sum of 
Burgers vector does not change in this reaction can be easily verified. After the reaction, 
the upper dislocation is able to glide to the interface. However, its Burgers vector is not 
ideal for relieving stress at the interface. In figures 4(d) and 4(e) a further reaction can 
be seen which gives rise to dislocations with horizontal Burgers vectors [figure 4(f)]. The 
upper dislocation is now located at the interface and it has the optimum orientation - i.e. 
parallel to the interface - as regards to the stress relief. The lower dislocation finally glides 
to the free boundary of the system, where a step is created. 

Reactions between dislocations proceed through creation of two partial dislocations and 
a stacking fault between them, and thus a slip of two adjacent atomic rows with respect to 
each other, as can be seen in figure 5(a). For this reaction to take place the dislocation cores 
have to lie at the same densely packed row of atoms. Figures 5(a)-5(c) show how the reac- 
tion changes the orientation of the Burgers vectors of the dislocations. Also shown is the 
potential function of the simulation system [figure 5(e)] during the reaction and migration 
of the dislocations to the overlayer surface and the interface [figure 5(d)]. 

CONCLUSIONS 

In conclusion, our results show clearly how the strain due to the lattice-mismatched 
interface acts as a driving force for dislocation migration, nucleation, and reactions between 
dislocations. 

The stress caused by the lattice-mismatched interface exerts an attractive force on exist- 
ing dislocations that are able to relieve misfit strain. In case there is initially no dislocations 
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in the system, strain relaxation proceeds through dislocation nucleation from the overlayer 
edges, assuming that the misfit and the temperature are large enough to overcome the nu- 
cleation barrier. 

In the hexagonal lattice dislocations that are able to glide from the substrate towards 
the interface do not have optimal Burgers vector for strain relief. However, interaction 
between the dislocation at the interface and the one left in the substrate causes changes in 
their Burgers vectors that result in an optimal strain for relieving dislocation at the interface. 
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ABSTRACT 

We have studied the onset of plasticity in coherently-strained semiconductor superlattices, 
using nano-indentation with spherical indenter tips to observe the full stress-strain curve. The 
yield pressure is reduced by as much as a factor of two by the presence of the coherency strain. 
By varying the thicknesses and strains of the superlattice layers, we provide a proof that yield 
commences over a finite volume. It is properties averaged or summed over this volume which 
determine the yield pressure. We show that the relevant yield criterion for our experimental data 
is the rate of change of elastic strain energy with plastic relaxation, integrated over a volume of 
the order of a micron across. This result is expected to be valid for other systems with highly 
inhomogenous strain fields, and hence to be applicable to modelling of point contact, and to the 
design and understanding of structural materials which have coherently-strained microstructure. 

INTRODUCTION 

The classic yield criteria are those of Tresca and von Mises. They are scalar functions of the 
stress tensor at a point, such that if the value exceeds a critical value, plastic yield will occur. 
Pointwise criteria are satisfactory for homogeneous stress, since the same scalar value will be 
reached simultaneously at all points within the material. However, it has long been realised that 
inhomogenous stress fields are not adequately treated by pointwise criteria, since for physical 
reasons plastic yield must initiate throughout some finite volume. Thus, in 1931, Cook [1] 
suggested that the yield point should be higher in cases of inhomogeneous stress. For a 
discussion, see Kelly [2]. For want of a satisfactory yield criterion for inhomogeneous stress, 
finite-element modelling of point contact fails rather badly, with serious implications for our 
understanding of phenomena such as wear and single-point machining. Semiconductor strained 
layer structures represent a very powerful tool for investigations of yield in the presence of 
inhomogeneous stress. Strains up to 1% and more can readily be incorporated into layers of 
thicknesses of a few tens of nanometres, and multilayer structures can be grown with total 
thicknesses of a few microns. These structures are epitaxial single crystals with atomically flat 
interfaces. The coherency strain is introduced by small changes in composition, in an alloy 
system in which other physical properties change little. So departures from bulk behaviour can 
be attributed unambiguously to effects of the inhomogeneous stress field alone. 

EXPERIMENTAL DETAILS 

Superlattices of InGaAs bilayers, repeated to obtain a total thickness of 2.5 n,m were grown 
on InP substrates by molecular beam epitaxy. Each bilayer consists of two layers of different 
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strain, usually compressive and tensile. For an InvGa,.vAs, lattice-match to the substrate, and 
hence zero strain, is achieved atx = 0.53, while for other compositions the strain is related to the 
composition through Vegard's Law and is e = 0.07 x (0.53 -x). Structures were designed with: 
a) equal layer thickness and equal but opposite strains (i.e. strain balanced symmetric), b) with 
equal layer thickness and unequal stains (i.e. with a small net strain in the sample), and c) with 
unequal layer thicknesses and strains (i.e. asymmetric), Figure 1. 

Structures are characterised after growth by high-resolution X-ray diffraction and 
comparison of the rocking curves or reciprocal space maps with simulations generated by 
proprietary dynamical diffraction simulation packages. The degree of control in molecular beam 
epitaxy is such that the structures did not have significant deviations from the nominal 
(designed) layer thicknesses, strains and compositions. The X-ray diffraction also yields 
information on the crystallinity. The dislocation densities in the epitaxial layers arc not 
significantly higher than in the InP substrates, in the range 102 - 104 cm"  [3,4]. 

Nanoindentation with spherical tipped indenters was chosen to study the layers using a 
UMIS 2000 machine. With tip radii in the range 2 - 35 urn plastic deformation is expected to 
initiate within the epitaxial supcrlatticc. Spherical tipped indenters allow the transition from 
elastic to plastic behaviour to be readily observed. 
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Figure 1. Types of multilayered structures grown. 
Range of layer parameters used (0% < E < +1.5%,  17nm < layer thickness < 125nm). 

Indentation stress-strain curves (P/na1 vs air, where P is the applied force, r is the radius of 
the indenter tip and a is the radius of the circle of contact between the indenter and surface) 
were generated using the partial-unloading method of Field and Swain [5], Fig. 2a. In this form, 
the elastic part of the response is a straight line with a slope corresponding to an appropriate 
modulus. The departure from this straight line is identified as the yield point. Replotting in the 
form of Fig.2b, the yield point is the apex of the inverted 'V. hi some samples, a large 
proportion of indents displayed the behaviour known as 'pop-in', in which the sample remains 
elastic to a higher stress and then undergoes discontinuous plastic deformation [3]. As shown in 
Fig.lb, the yield point can still be identified by extrapolation of the plastic curve back to the 
elastic part; data obtained in this way agrees well with data from indents in which pop-in did not 
occur. The yield point is therefore defined as the departure from purely elastic behaviour in the 
presence of a suitable dislocation source. 
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RESULTS 

Indentation stress-strain curves for    Figure 2b. Data of Figure 2a   replottedto 
and continuous yield ♦ identify the yield pressure. 

The yield pressure of the superlattice structures decreased very significantly with the 
introduction of coherency strain. For example, from 6GPa in bulk material to as little as 3GPa in 
the structure with the highest strains. However, we do not find a good correlation between the 
extent of the drop in yield pressure and any single design parameter (Fig. 3). In structures with 
equal layer thickness of 50nm (bilayer thickness lOOnm) we previously reported a good 
correlation with the strain difference between the compressive and tensile layers [3]. However, 
the structures with asymmetrical layer thicknesses and strains do not obey the same correlation 
(Fig.3c) and show that none of the parameters in Fig 3 are appropriate yield criteria. 

For all the structures studied, we find an excellent correlation with the factor F, (Fig. 4) 
defined as 

_ ttht -£cnc 

where £\ is the strain in the tensile layers of thickness A, and e^ is the strain in the compressive 
layers of thickness hc. In the next section we shall derive this factor theoretically and show how 
it implies a new yield criterion. Here we wish to emphasise that it proves that plasticity begins 
throughout a volume which incorporates at least one whole bilayer. This is because the formula 
for F contains parameters describing both layers of the bilayer, yet the parameters of a layer in 
which no plastic deformation takes place at the yield point could not be relevant. This 
observation is sufficient to show that plasticity begins in a volume of at least 0.150 u.m, our 
largest bilayer period. 
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Figure 3. Yield pressure plotted as a function of various multilayer design parameters. Open 
symbols denote the asymmetric samples (Figure lc). Data for the 10|im radius indenter. 

THEORY 

There are three strains in this system which may contribute to the initiation of plastic flow. 
These are the non-uniform applied strain from the indenter, £,„,/, and the uniform biaxial internal 
coherency strains, e(. and e„ in the compressive and tensile layers respectively. It might be 
natural to suppose that one of these strains (most likely the tensile strain) adds to the indenter 
strain to promote plastic yield, which would then start in the tensile layers. The compressively 
strained layers would be irrelevant to the yield point. It would then be appropriate to apply a 
conventional yield criterion such as that of von Mises, a function of the stress tensor at a point. 
However, the plots against comprcssivc and tensile strain, Figs. 3(a) and 3(b), arc conclusive 
evidence that this is not so, and the plots against energy E, Fig. 3(d) and against F, Fig. 4, show 
that all three strains are relevant. Our central conclusion is that it follows that a pointwise-valid 
yield criterion is not applicable. 
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Figure 4. Yield pressure as a function of F 
(as defined by equation 1) for all the types of 
structure shown in Figure 1. Open symbols 
denote the asymmetric samples (Figure lc). 

Data for various radius spherical indenter 
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We now give an interpretation of F as an expression of the rate of change of the elastic 
energy as plastic deformation occurs. Equation 1 and Figure 4 emphasize that all three strain 
fields in the system, the indenter strain £,„rf, ec, and 6/, all contribute to inducing plasticity. This 
is only plausible if all three strains are reduced by plastic relaxation, and this requires us to 
consider some finite volume V including both tensile and compressive layers. Assuming linear 
elasticity, the average elastic energy per unit volume within V is 

yiv2    md    md 2   I    > K+K       2    c    c ^ + ^ 

= 774rf +jM,ef + \M,.zf.- K 

where / and M, = Mc are appropriate elastic moduli. The compressive and tensile layers make 
independent contributions to the energy, which are weighted according to their thicknesses. 
Normally one might expect Eqn.2 to contain cross terms between the indenter strain field and 
the individual strains in the superlattice. However, the internal strains in the superlattice produce 
no tractions or normal forces at the surface. In this case, the energies of the indenter strain field 
and the superlattice strain field are simply additive. So, to a first approximation using linear 
elasticity, the work done by the indenter is the same regardless of the presence of internal 
strains. Thus, the cross terms are either zero or very small and can be neglected. 

Without being specific as to mechanism, we may define R as a general measure of strain 
energy release via plastic flow. Elastic deformation is thermodynamically reversible, while 
plastic deformation is dissipative. The magnitude of plastic deformation within a specimen, R, 
may therefore be defined quantitatively as the work done irreversibly on the specimen, or the 
energy dissipated in it, per unit volume. Differentiating Eqn.2 with respect to R we get 

dE     T 

TR=IZ* 
9e,v M 

dR      h, + hr 
z,h.—L + zrhc~- 11 dR c dR 

[3] 
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The dimensionless quantities dE/dR arc to be such that all elastic strains in the system decrease 
initially with R. Since e, and e< are of opposite signs, if they are both reduced by relaxation (at 

the same rate) then —-'- = ——- and arbitrarily setting them to  ± k—^-  gives 

dR dR 
= /£,„,+*M 

e,h, -z,h, 
= /£„„, +kMF [4] 

h, + hc 

The terms in Eqn.4 have the dimensions of stress, and so we may write 

a°r=ar+kMF [5] 

to express the observed yield pressure Oj-in terms of the critical value a°Y observed at F=0 and 
the linear dependence on F seen in Fig.4. 

CONCLUSIONS 

A finite volume over which the yield criterion is met is necessitated by our evidence that 
both compressive and tensile layers influence the yield point. With large indenters, the indenter 
stress field will be essentially constant across this volume. For sufficiently small indenters, the 
indenter stress field will vary significantly across this volume. The peak value must then be 
higher to reach the yield criterion over the whole volume. This is sufficient to account for the 
size effect seen in Fig.4. In a companion paper [6] we show that in our materials the critical 
volume is expected to be of the order of l|xm across. 

The above results are expected to be valid for other systems with highly inhomogenous 
strain fields, and hence to be applicable to modelling of point contact, and to the design and 
understanding of structural materials which have coherently-strained microstructtire. 
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ABSTRACT 

This paper critically reviews the data in the literature which gives softening—the inverse 
Hall-Petch effect—at the finest nanoscale grain sizes. The difficulties with obtaining artifact- 
free samples of nanocrystalline materials will be discussed along with the problems of 
measurement of the average grain size distribution. Computer simulations which predict the 
inverse Hall-Petch effect are also noted as well as the models which have been proposed for the 
effect. It is concluded that while only a few of the experiments which have reported the inverse 
Hall-Petch effect are free from obvious or possible artifacts, these few along with the predictions 
of computer simulations suggest it is real. However, it seems that it should only be observed for 
grain sizes less than about 10 nm. 

1. INTRODUCTION 

Nanocrystalline materials have attracted increasing attention in the research community 
since they were recognized as an identifiable activity in materials science as stimulated by the 
work of Gleiter and his collaborators in the 1980s [1]. Among the various properties studied, 
nanocrystalline materials have exhibited promising mechanical behavior. In elemental metals in 
particular, extremely high values for room temperature hardness and strength have been 
observed when the grain size is reduced to the nanoscale (10-20 nm diameter) [2]. 

Because of the difficulties in preparing artifact free nanocrystalline materials of sufficient 
size, in fact the most measured mechanical property of nanocrystalline materials as a function of 
grain size is hardness. However, while significant increases in hardness and, where measured, 
strength, have been documented in a number of nanocrystalline materials there is no general 
agreement on the mechanism(s) for this hardening. For conventional grain size materials (1-100 
(im diameter) the empirical Hall-Petch equation [3, 4] predicts that 

_i 
ay = CTO + kd ! 

where ay is the yield strength, G0 is a friction stress below which dislocations will not move in a 
single crystal, k is a constant and d is the grain size. A similar expression is given for hardness. 
If such an empirical plot is extrapolated to the nanoscale grain size of about 10 nm, extremely 
high strengths and hardness are predicted. However, to date, experimental measurements of 
hardness and strength fall well below the Hall-Petch extrapolations. At the finest grain sizes a 



variety of behavior is observed with typically a decrease in k, the slope of the Hall-Pctch plot, or 
a leveling out to about zero slope, or in some cases, albeit still controversial, an actual negative 
slope. Differences from the classic Hall-Petch behavior at the nanoscale are not unexpected 
since the traditional explanations [5] for this behavior involve a large array of dislocations piled 
up at a grain boundary. The length of such a pile-up is of the order of magnitude of the grain 
diameter. At the nanoscale grain sizes, applied stresses required approach or exceed theoretical 
strength. At these small grain sizes the dislocation image forces are sufficient to eliminate 
dislocations by moving them into the grain boundaries, hi addition, dislocation multiplication 
mechanisms such as the Frank-Read source would require stresses of the order of theoretical 
strength. It is predicted, therefore, that dislocations are absent in the smallest nanocrystals and 
deformation must involve other than conventional dislocation creation and motion. This is 
consistent with in situ TEM studies [6]. Ke et al. [6] studied nanocrystalline Au and Ag films by 
straining in an electron microscope. They observed dislocation-based plasticity for 100 nm grain 
size samples. However, in 10 nm grain size films, no dislocations were observed. Fracture was 
seen to occur along the grain boundaries, and the approximately 30% strain at the crack tip was 
believed to occur by grain boundary sliding. This was consistent with observations of relative 
grain rotation as measured by the angular changes among the lattice fringes of the individual 
grains. 

All the experiments and theoretical predictions suggest conventional dislocation 
deformation mechanisms are not applicable to the finest nanocrystalline grain size materials. 
The role of dislocation activity, if any, grain boundary sliding, diffusion and other deformation 
processes have yet to be clearly identified. Therefore it is reasonable to expect different plastic 
deformation behavior at the nanoscale. The first report of an apparent inverse Hall-Petch effect 
was given by Chokshi et al. [7] on nc Cu and Pd prepared by the gas condensation method. A 
clear inverse Hall-Pctch behavior was observed for both nc Cu and nc Pd for grain sizes less than 
16 nm or 14 nm, respectively, as shown in Figure 1. The authors rationalized these results as due 
to the occurrence of diffusional creep at room temperature. It was suggested that an 
"equicohesive" grain size demarcates low temperature behavior (positive Hall-Petch) from high 
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Figure 1. Hardness vs. grain size, d     for nanocrystalline Cu and Pd. After Chokshi et al. (7). 
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temperature behavior (inverse Hall-Petch) analogous to the well-known equicohesive 
temperature at a given grain size. While other instances of an inverse Hall-Petch effect were 
subsequently observed by other investigators it was also noted that in most of these reports nc 
grain size was varied by annealing the smallest grain size samples to obtain grain growth and 
therefore a range of grain sizes. It is suggested [8] that thermally treating nanophase samples in 
the as-produced condition may result in such changes in structure as densification, stress relief, 
phase transformations, or grain boundary structure, all of which may lead to the observed inverse 
Hall-Petch behavior. Only a small number of reports of the inverse Hall-Petch effect have been 
for as-produced nanocrystalline samples with a range of grain sizes. Other problems with 
experimental verification of the inverse Hall-Petch effects include the accurate measurement of 
grain sizes and grain size distribution at the nanoscale. 

The goal of this paper is to critically review the reports of the inverse Hall-Petch effect 
and the difficulties associated with obtaining artifact free data for hardness or strength vs. grain 
size at the nanoscale. The simulation studies which predict inverse Hall-Petch behavior will also 
be noted. Various models for deformation behavior of nanocrystalline materials will be 
reviewed with emphasis on their explanations for a possible inverse Hall-Petch effect. 

2. EXPERIMENTAL DIFFICULTIES FOR HARDNESS AT THE NANOSCALE 

Many studies of nanocrystalline materials have used a "two-step" process to obtain bulk 
samples. The inert gas-condensation method pioneered by Gleiter and co-workers [1] used the 
compaction of nanoscale particulates to obtain bulk samples. However, in the early 
nanocrystalline research the densities of the compacts often gave values ranging from as little as 
70% to over 90% [1,9] of the theoretical density. It has been concluded that the major cause of 
the lower densities is due to incomplete removal of porosity. Mechanical attrition is also a 
popular method for preparing nanocrystalline microstructures. In most cases, however, the 
product is a fine powder which must be compacted. Incomplete compaction can also lead to 
porosity and to poor powder-to-powder bonding. Since most compaction methods involve 
application of both pressure and temperature, a balance between densification/compaction and 
grain growth exists as the processing temperature is raised. That is, lower temperatures, which 
minimize grain growth also provide less likelihood of complete compaction. Therefore, porosity 
and incomplete particulate bonding are more likely at the lower processing temperatures which 
in turn results in the finest grain sizes. Thus the use of "two-step" processes which require 
compaction of particulates is susceptible to the possible artifacts of porosity and/or incomplete 
particulate bonding. These artifacts can lead to the apparent "softening" at the finest grain sizes. 

"One-step" methods for processing nanocrystalline materials have the advantage of not 
needing a compaction step. These include selective pulsed laser deposition, controlled 
crystallization of amorphous phases, and electrodeposition. Some of these methods also have the 
possibility of artifacts, however. For example, crystallization of amorphous precursors can leave 
residual amorphous phase for the production of the finest grain sizes, thus providing a softer, 
difficult to detect phase which can lead to softening and an apparent inverse Hall-Petch effect. 
This effect has been clearly demonstrated by Alves et al. [10]. Another possible problem with 
crystallization of amorphous precursors is the crystalline product can be multiphase and 
composition and morphology can change on annealing. An example of this problem is noted for 
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crystallized Ni-P glass [11] wherein an inverse Hall-Petch effect is seen but nanocrystalline Ni 
and Ni3P phases result from the crystallization anneal. 

Another experimental problem with analysis of hardness/strength with grain size is 
accurate determination of the grain size and grain size distribution at the nanoscale. While most 
measurements of grain size and lattice strain in nanocrystalline materials have been carried out 
by analysis of XRD line broadening there are clearly problems with the results of such methods. 
In some cases significant differences in grain sizes have been calculated from the Scherrer 
equation in comparison to the Warren-Averbach method [12]. Similar discrepancies have been 
reported among the modified Williamson-Hall method, integral breadths, the modified Warren- 
Averbach, and unmodified Warren-Averbach [13]. Mitra et al. [13] also measured grain sizes of 
nanocrystalline Cu by TEM as well as XRD line broadening. Fitting both the XRD data and the 
TEM data by a log normal relationship allowed for a comparison. Distributions of both number 
and volume fractions of grain sizes were presented. The mode of the volume distribution was 
found to be much larger than that for the number distribution. The results for XRD and TEM 
matched closely for the finer mean grain sizes and narrow distributions. However, significant 
discrepancies were observed for samples with somewhat larger grain sizes and broader 
distributions. For example, a sample prepared by inert gas condensation, compacted at 180°C, 
deformed 20% by compression, and aged at room temperature for 6 months had values for the 
peak of the distribution (mode) of 41 nm (number fraction) by XRD compared to 74 nm by 
TEM. Similarly the mean values for XRD were 89 nm compared to 115 nm for TEM. The 
volume fraction mode by TEM was 205 nm. 

Recent XRD and TEM studies of nanocrystalline Zn prepared by mechanical attrition 
also illustrate the need to use extensive TEM to provide accurate measurements of grain size and 
distribution [14]. At short milling times (<3h) a bimodal distribution of grain sizes is observed 
by TEM for both number and volume fractions. The average grain size from XRD (Williamson- 
Hall method) is 24 nm. After 12 h of milling a monotonic distribution in both number fraction 
and volume fraction is observed. Here the mode is about 17 nm comparing closely with the 20 
nm average from XRD. Grain size dispersity is a variable which must be considered carefully in 
descriptions of mechanical behavior since there is an apparent change from dislocation 
controlled deformation for the larger end of the distribution (50-100 nm) compared to the as yet 
ill-defined mechanism or mechanisms operative in the finer grain size regime (10-30 nm). 
Selective pulsed laser deposition can be used to produce porosity-free nc thin films up to 1.0 Jim 
thick with fairly uniform grain size. In this technique, monolayers of insoluble elements are used 
to start the renucleation process, for example, W for nc copper and zinc films. 

3. INVERSE HALL-PETCH OBSERVATIONS 

In this section, the various reports of the inverse Hall-Petch effect as determined 
experimentally will be presented and discussed. These results are summarized in Table 1. In the 
case of the first examples of an inverse Hall-Petch effect by Chokshi et al. [7] on Cu and Pd it is 
now clear that porosity removal or other structural changes on the grain growth anneals were 
responsible for this observation. Hardness measurements on as-prepared nanocrystalline Cu and 
Pd [15] showed no inverse Hall-Petch effect in the same range of grain sizes. 

Palumbo et al. [16] observed a negative Hall Petch effect in electrodeposited Ni-P. 
However, the authors suggest that there is a continuous transition from crystalline to the 
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Table I. Possible Inverse Hall-Petch Effect 

Material Preparation method 
Grain Size 
varied by 
annealing 

Counter 
example 
in same 
material 

Possible artifacts Reference 

Cu IGC yes yes porosity Chokshietal. (1998) (7) 

Pd IGC yes yes porosity Chokshietal.(1998)(7) 

Ni-P Electrodeposition no amorphous regions Palumboetal(1990)(16) 

Ni-P Crystallization of amorphous 
alloy 

yes changes in 
chemistry, 
morphology 

Luctal(1990)(ll) 

Ti-Al-Nb Mechanical attrition yes changes in 
chemistry, porosity 

Christman and Jain (1991) (11) 

NbAl3 Mechanical attrition yes chemistry, particle 
bonding 

Kim and Okasaki (1992) (19) 

TiAl Sputtering, variation of TGC yes 

FegoNi2o Electrodeposition no 

(Fe, Co)23Zr67 Crystallization of amorphous yes 
alloy 

Fe Mechanical attrition yes 

Ni Electrodeposition no 

Zn Laser ablation no 

porosity 

amorphous regions 

porosity 

Chang et al. (1992) (19) 

Cheung et al. (1994) (20) 

Alvesetal. (1996) (10) 

Khanetal, (2000) (21) 

Erb (1995)(25) 

Narayan (2000) (26) 
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amorphous phase as the grain size decreases with a smooth increase in the (triple line) 
disclination content. Therefore, the smallest grain size samples (<10 niri) are assumed to contain 
some amorphous phase which results in the observed softening. 

Lu et al. [11] used crystallization of the amorphous Ni-P phase to nanocrystalline Ni3P in 
a two-phase mixture where the composition as well as the morphology of the phases changes 
during annealing. Therefore, structural and chemical changes accompanied the grain growth 
such that the softening is unlikely to be due to the grain size decreases. 

Christman and Jain [17] prepared a Ti-rich Ti-Al-Nb alloy by ball milling. The as-milled 
powders were multiphase bee and orthogonal phases and x-ray line broadening gave a very small 
3 nm grain size. Hot rolling of the canned powders at 900°C (for less than 1 minute) compacted 
the powders to near theoretical density. After compaction and heat treatment the grain size grew 
to about 20 nm and the hardness was 521 VHN compared to 498 VHN for the as-compacted, 
smaller grain size sample. Clearly, this preliminary data is not sufficient to judge the validity of 
an inverse Hall-Petch effect, but given the processing rate and possible structural/compositional 
changes it is unlikely. 

Kim and Okazaki [18] prepared nanocrystalline NbAlj by mechanical alloying of Al and 
Nb powder followed by consolidation by electric discharge compaction. However, the grain size 
was varied by annealing which presumably also changed the structure/chemistry. It is also likely 
that incomplete compaction occurred at the finest grain sizes. 

Chang et al. [19] prepared nanophasc TiAl by magnetron sputtering in an inert gas 
atmosphere followed by in situ consolidation. This is a variation of the inert gas condensation 
method pioneered by Gleiter and co-workers. The initial compacted powders had grain sizes of 
10-20 nm and were a mixture of amorphous and crystalline phases. Compaction at 250°C 
maintained the grain size and still had an unknown volume of amorphous phase and 12% 
porosity. Grain growth occurred on subsequent annealing. After sintering at temperatures above 
450°C the porosity decreased to 4% along with grain growth. While this study has often been 
quoted by those modeling the inverse Hall-Petch effect the softening at small grain sizes can not 
be unambiguously attributed to grain size changes alone. 

Alves et al. [10] used the crystallization of an amorphous (Fe, Co)nZr67. This material 
crystallizes isomorphously so that a single phase crystalline phase results. An inverse Hall-Petch 
effect was noted with softening on decreasing grain size from about 140 nm to 5 nm grain size as 
shown in Figure 2. However, the authors point out that this apparent effect of decreasing grain 
size in hardness is clearly due to residual amorphous phase. The volume fraction of the softer 
amorphous phase decreases with annealing along with the grain growth and the softening with 
smaller grain sizes can be accounted for by a rule of mixtures of the amorphous and crystalline 
phases. 

Khan et al. [20] prepared nanocrystalline Fe by mechanical attrition and compaction. An 
inverse Hall-Petch effect was observed. However, grain size was varied by annealing and 
porosity was present in the as-compacted powders. Furthermore, no inverse Hall-Petch effect 
has been observed in nanocrystalline Fe over some range of grain sizes by others [21, 22]. 
Erb and his colleagues (e.g. [24, 25]) have observed an inverse Hall-Petch effect in a number of 
studies of electrodeposited Ni. A deviation from positive linear Hall-Petch behavior is seen for 
grain sizes less than about 10 nm as shown in Figure 3. The variation in grain size in these cases 
was by changes in the electrodeposition variables; not by annealing for grain growth. Pure Ni can 
not be made amorphous by any known method at room temperature so partial amorphization is 
an unlikely possibility. 
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Recently, Narayan and co-workers [26, 27] have prepared nanocrystalline Cu and Zn by 
the method of pulse laser ablation. They deposited layers of the metal with monolaycrs of W. 
The W apparently blocks grain growth of the deposited layers and allows for nucleation of new 
grains to provide a nanocrystalline grain structure. The total W percentage in the thin films (-0.5 
um) formed is <1 at. %. Hardness measurements were carried out on the nanocrystalline films 
using a nanoindentation method. Hardness vs. (grain size)"1'2 is plotted in Figure 4 for the 
nanocrystalline Zn films along with values from bulk nanocrystalline Zn prepared by mechanical 
attrition and compaction. Conventional microhardness measurements were made on the bulk 
nanocrystalline Zn. An inverse Hall-Pctch is observed for the nanocrystalline Zn for grain sizes 
less than about 9 nm. Except for the small quantities of W which acted as nucleation agent, no 
obvious artifacts are present to induce the inverse Hall-Petch effect. In fact, we expect W to 
enhance hardness by increasing resistance to grain boundary sliding. 

4. COMPUTER SIMULATION RESULTS 

While the experimental studies of hardness/deformation of nanocrystalline materials arc 
complicated by material and analytical problems, considerable progress has been made in recent 
years by computer simulation of the deformation behavior of fee metals such as Cu and Ni have 
been carried out by several investigators [28-30]. Schiotz ct al. observed most of the plastic 
deformation which occurred in simulations for nanocrystalline Cu was due to a large number of 
small "sliding" events of atomic planes at the grain boundaries with only a small fraction of the 
deformation being caused by dislocation motion within the grains. Softening is observed at the 
smallest grain sizes due to the larger number of atoms at grain boundaries. The results of this 
simulation for Cu with grain sizes from about 7 to 3 nm exhibit the inverse Hall-Petch effect. 
Van Swygenhoven and her colleagues (e.g. [29]) also carried out computer simulations which 

Grain Size - d 
1-0.5 

-1/2 [(nm)-1'2] 

Figure 4. Hardness vs. grain size, d     for nanocrystalline Zn made by laser ablation or 
mechanical attrition. After Narayan et al (26). 



indicate a change from intra-grain dislocation activity to deformation in the grain boundaries as 
the grain size is reduced. They reveal an intermediate grain size range in which deformation is 
due to a combination of intra-grain as well as inter-grain plasticity and therefore the transition 
between the conventional Hall-Petch behavior and grain boundary sliding. 

5. MODELS FOR THE INVERSE HALL-PETCH EFFECT 

As pointed out in the Introduction, the Hall-Petch effect is traditionally explained by a 
model for dislocation pileups at grain boundaries. At nanoscale grain sizes this model breaks 
down. Nieh and Wadsworth [31] calculated the minimum grain size that could support two 
dislocations (the smallest pileup) from the yield strength of some nanocrystalline materials. 
Below this size the strength was predicted to stay constant or decrease. A number of models for 
deformation of nanocrystalline materials have been developed which address the inverse Hall- 
Petch effect. Most of these models are based on a two component or multi-component approach. 
The two components are typically the grain boundaries and the crystalline grain interiors. 
Carsley et al. [32] carried out a rule-of-mixtures calculation wherein the hardness of the grain 
boundary region was assumed to be that for the amorphous state where the hardness (based on 
shear modulus) was taken as about one half the crystalline value. This model predicted a peak in 
hardness at about 4 nm in Ni, with softening for smaller grain sizes. Other models, e.g. [33], 
have included grain boundaries, grain edges, and grain corners as components which increase 
relative to the crystalline grain interior as grain size decreases. Masumura et al. [34] have 
proposed a two-component model that takes into account the dispersion in grain sizes that 
appears to be common in actual nanocrystalline materials. They assume that above a critical 
grain size conventional deformation by dislocation activity is controlling but below this grain 
size a Coble creep mechanism dominates. Models based on grain boundary sliding (e.g. [35, 
36]) have also been proposed as the deformation mode at grain sizes below the critical size 
where normal dislocation activity ceases. 

In a model which considered dislocation motion over the entire grain size range, 
Scattergood and Koch [37] assume a drop in dislocation line tension at the smallest grain sizes 
which gives rise to the negative Hall-Petch effect. They suggest that at large grain size 
dislocations get past obstacles by cutting of dislocation forests, while at small grain sizes the 
expression for dislocation line tension T, 

'Gb^ 
4jt 

in* 
r„ 

becomes sensitive to R, the long range stress screening distance. (Here G is the shear modulus, b 
is the Burgers vector and r0 is the dislocation core cutoff radius.) R is scaled with the grain size 
d. The stress needed for a dislocation to get past obstacles by Orowan looping becomes favored 
over the cutting stress at a critical grain size and is the dominant mechanism for smaller grain 
sizes leading to softening. While the model gave a good fit to data for the inverse Hall-Petch 
effect it assumed that dislocation motion is responsible for plastic flow both above and below the 
critical grain size in conflict with experimental [6] and theoretical [28, 29] observations. The 
data on the inverse Hall-Petch effect used for comparison with the above model [37] is also now 
suspect. This is generally the case where the authors of the various models have used 
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experimental hardness data to compare with the predictions of their models. In almost a! 
the experimental data is questionable. 

6. SUMMARY 

There are many problems associated with measurement of hardness as a function of grain 
size for nanocrystalline materials. These include the preparation of artifact free samples. If the 
grain size is varied by annealing the finest grain samples for grain growth, it is possible that other 
structural and/or compositional effects may occur on annealing. Most of the experiments that 
report the inverse Hall-Petch effect have samples which exhibit clear artifacts or are at least 
questionable. However, there are reports where no obvious artifacts or other problems exist. We 
have identified at least three such apparently artifact-free examples of the inverse Hall-Petch 
effect. Computer simulations also predict softening at grain sizes below some critical value. 
Both the simulations show this critical grain size to be of the order of 10 nm or smaller. While it 
has been difficult to access the hardness of the smallest nanocrystalline samples unambiguously 
it appears that the inverse Hall-Petch effect is real. Models which describe the deformation of 
nanoscale materials should use only three few experimental sets of data that are clearly artifact 
free to test their predictions. 
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Abstract 

Molecular dynamics computer simulation of nanocrystalline Ni and Cu with mean grain 
sizes ranging from 5 to 20 nm show that grain boundaries in nanocrystalline metals have 
structures similar to most grain boundaries found in conventional polycrystalline materials. 
Moreover, the excess enthalpy density in grain boundaries and triple junctions appears to be 
independent of grain in both, computer generated and experimental measured samples. 
Simulations of deformation under constant uniaxial stress demonstrate a change in deformation 
mechanism as function of grain size: at the smallest grain sizes all deformation is accommodated 
in the grain boundaries, at higher grain sizes, intragrain deformation is observed 

Introduction 

The reduction of the grain size down to the nm regime opened new avenues for research 
in several aspects of materials science, including mechanical properties. At the lower end of the 
grain size range obtainable nowadays, half of the atoms belong to, or are affected by, the 
interfaces. Grain boundaries are believed to play a predominant role in plastic deformation of 
such materials, although the details of how precisely deformation occurs are still uncertain. 

The relation between yield stress and grain size has been the subject of intensive research 
in recent years due to the complex behavior observed in nanophase materials. Most of the results 
confirm the validity of the classical Hall-Petch (H-P) relation down to grain sizes of the order of 
a few tens of nanometers, eventually with a different slope in the sub-micron range but keeping 
the classical exponent d~"2. Overviews of experimental data are given in [1-3]. At smaller grain 
sizes (below 20 nm) the results are controversial: whereas some results indicate a yield stress 
independent of grain size, or even a reverse H-P relation, others confirm an increasing yield 
stress with decreasing grain size [4,5]. At these small grain sizes the difficulty in the sample 
preparation plays an increasing role. It has recently been shown that controversial results can in 
some cases be ascribed to sample imperfections that have particular influence depending on the 
measurement technique [6]. Samples obtained from compaction of nano-powder particularly 
suffer from grain boundary (GB) imperfections. For instance, a reverse HP relation is obtained 
in Cu nanophase synthesised by inert gas condensation, when yield stress is obtained from 
tensile experiments, whereas an increase in yield stress is obtained from hardness measurements 
and compressive stress-strain curves. Another uncertainty in the results on yield values is the 
measurement of the grain size and the influence of its distribution. Nanophase samples often 

B5.5.1 



contain heavily twinned regions [7]. Determination of the mean grain size by TEM or XRD 
using the Warren-Averbach [8] method results in a much smaller grain size if the structure is 
represented by the size of the twinned regions [4,6]. 

Molecular Dynamics (MD) computer simulations provide an atomistic view of the grain 
boundary structure and the deformation process through the embedded atom type models for the 
atomic interactions. It is simple enough to deal with several million atoms allowing computer- 
generated samples to be in a one-to-one scale with real nano-grains. 

In this paper we give an overview of our molecular dynamics computer simulations of 
nanocrystalline Ni and Cu, two model fee materials, with high and low values for the stacking 
fault energy respectively [9-14], Samples arc constructed with mainly high angle grain 
boundaries and mean grain size between 5 and 20 nm. We first focus on the study of the grain 
boundaries on the atomic level, providing their structural characterization in the nanocrystalline 
state. The boundaries studied provide examples of the most ordered and the most disordered 
found in our samples, representing different misorientations ranging from 9 to 75 degrees. 

We then investigate the excess enthalpy of the computer generated samples, coming from 
grain boundaries and tri- or higher order- junctions. Wc show that the excess enthalpy per unit 
volume (excess enthalpy density) at the triple joints, TJ's, is essentially the same as that found in 
the grain boundaries GB. It implies that, energetically, TJ's and GB arc a kind of matter with 
equivalent departures from the perfect crystal structure. By a proper account of the amount of 
GB's and TJ, we show that the reported observations on decreasing GB energy with decreasing 
grain size in nanocrystallizcd amorphous Se arc a consequence of neglecting the relation 
between the grain boundary width d and the grain size A, which in the nanophase regime may be 
of the same order of magnitude. 

Finally wc deform the samples under constant uniaxial stress, and evaluate their strain 
rate as a function of grain size. We report the presence of a critical grain size below which all 
deformation is accommodated in the grain boundary. Wc provide a quantitative explanation of 
the results in terms of a non-linear viscosity originated by sliding at the interfaces. Above a 
critical grain size a departure from this regime is observed and dislocation activity appears. 
Partial dislocations arc emitted from grain boundaries, travel across the grain, and arc absorbed 
in opposite grain boundaries 

Computational techniques 

Cu and Ni nanocrystalline samples containing at least 15 grains, with mean grain size 
ranging from 5 to 20 nm, are created using a stochastic procedure and the Voronoi construction 
[15]. The location of the center of the grains and their crystallographic orientation are chosen 
randomly, resulting in samples with mainly high angle grain boundaries. The Voronoi procedure 
gives irregular Wigner-Seitz polyhedra, whose faces, the grain boundaries, result randomly 
oriented as well. The samples are then relaxed for 50-100 picoseconds at 300K using molecular 
dynamics, giving a metastable equilibrium state with final density between 96 and 97% of the 
perfect crystal value. Further relaxation at this temperature docs not change the overall density 
and does not induce significant grain growth or rotation. The density is related to the grain 
boundary type and mean grain size and is quite insensitive to the relaxation procedure. 
Simulations done under hydrostatic pressure up to 10 GPa and 500K followed by relaxation still 
do not produce an increase in density [16]. 
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To study grain size effects, a series of samples were constructed using the same set of 
random location of grain centers inside the simulation cell and orientations, but different cell 
sizes. Therefore the same microstructure appears in both series, differing only in their scale. This 
comparison allows us to study the same grain boundary for different grain sizes, isolating in this 
way the possible grain size effects on the measured properties. 
As a description of the interatomic interaction we use the second moment (tight binding) 
potentials for Ni and Cu [17] in the Parrinello-Rahman [18] approach. In order to assess the 
dependence of our results on the interatomic potentials used, we have also tested samples 
relaxed using two other interatomic potentials. The first one is the EAM potential forNi 
developed by Baskes [19]. The second one is a more recent interatomic potential for Ni 
developed on the basis of ab-initio calculations and also using the EAM framework [20]. The 
latter potentials accurately reproduce many experimental properties, including the stacking fault 
energy as well as ab-initio calculations of structural energies of metastable configurations. This 
latter feature helps insure that the potential will perform well in situations far from equilibrium. 
We choose Cu and Ni as model materials because with the potentials used they have very 
different stacking fault energies, enabling us to study the effect of stacking fault energy on the 
observed grain boundary structure. 

We use periodic boundary conditions in all three directions and sample sizes between 10 
and 6.106 atoms. Strain-time curves were recorded at 300 K and snapshot configurations were 
regularly stored for detailed analysis at several values of applied constant uniaxial stress between 
1 and 2.6 GPa. 

Since it is not possible to analyze all boundaries present is a sample, we started with a 
two-dimensional visualization of cross sections of the sample every 0.5 nm and chose a number 
of representative boundaries. The selected grain boundaries represent different misorientations 
between the grains, ranging from 9 to 75 degrees. 

As an analysis tool, we investigate the coordination environment of each atom in the 
sample using the topological medium range order analysis developed by Honeycutt et al. [21], 
which is based in the classification of atom pairs. This technique is based on determining the 
configuration of the common neighbors of a selected atom pair, and associating each possible 
configuration with a four-digit number. This procedure provides a distinction between the fee 
and hep structures even taking into account only nearest neighbor pairs. Using this analysis we 
define categories of atoms and usually present them with different colors: atoms having local fee 
order, atoms having local hep order, atoms having other 12 coordinated combinations, and 
finally atoms having non-12 coordination. In this paper we present only black and white 
pictures, and there we choose light gray for fee atoms, dark gray for other-12 and non-12 
coordinated atoms and black for hep atoms . For colored pictures we refer to our papers [9-14]. 
This tool proved to be very important in the visualization of the grain boundary structures and 
helps identify regions typical of a twin boundary as well as regions including stacking faults that 
may result from dislocation dissociation into Shockley partials. 

Grain boundary structures 

A detailed direct visualization technique at the atomic scale is used to study the grain 
boundary structural features. A significant degree of crystalline order is found for all boundaries 
studied. For boundaries with deviations within about 10 degrees from the perfect twin, a 
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repeated building structure was found consisting of structural units typical of the 1-3 
symmetrical tilt twin boundary, and highly disordered steps between them. Figure 1 shows such 
a grain boundary in the 12 nm Ni sample which appears as a sequence of structural building 
blocks, each one formed by a portion of a (111) twin boundary plane (black atoms), and a step 
between them, which is a disordered region (dark-gray atoms). This twin-and-step block is 
repeated several times forming a stair with the twins in parallel - but not consecutive - (111) 
planes. The view in Figure 1 is along a common axis, which is close to a <110> direction. The 
block is repeated 5 times in a direction close to the <112> direction. We note that the stair 
structure is a way to accommodate the approximately 12 degrees difference between the 
common (111) plane and the actual boundary plane, as well as the 4.5 degrees difference 
between the perfect twin misoricntation and the actual misoricntation for this boundary. 

The corresponding grain boundary in the 5.2 nm sample shows a similar structural block 
as found in the 12 nm sample [9]. In this case however, there is no clear repetition of this unit 
due to the restriction imposed by the smaller grain size, even though the tendency to form a 
portion of a perfect twin is evident. Hence, the structural features of the boundary observed are 
basically independent of grain size in this range. 

Figure 2 (left) shows another grain boundary in the Ni-12nm sample. The angular 
deviation between the [100] directions is about 50 degrees. The common axis for this grain 
boundary was also close to a <110> axis. The grain boundary is not amorphous. A significant 
degree of structural coherence across the grain boundary plane can be observed between the 
crystallographic planes. The misfit due to the different inter-planar distance for the different 
types of planes is accommodated by more disordered region every three planes [9]. 

For some of the boundaries studied, the atomic structure reveals clear evidence of 
dislocation networks, with some degree of decomposition of the dislocations into Shockley 
partials as is shown in Figure 2 (right). In this plot a section of a grain boundary in Ni 8.0 nm 
with 

Figure 1 View of a grain boundary in a 12 
nm sample with a misoricntation between 

the grains of 75 degrees. The view is along 
a common axis, which is close to a <1 J0> 

direction. 

misorientation of about 17 deg around an axis close to <110> is shown. The boundary plane is 
close to a {112} type plane. Figure 2 (right) shows a section perpendicular to the common 
<110> direction. To accommodate the misfit between the grains, a periodic array of 1/2<110> 
dislocations is formed, with dislocation lines along <110>. These dislocation networks are the 
usual expected mechanism of misfit accommodation in low angle boundaries in large grain 
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polycrystals. For detailed analysis of grain boundaries with other types of misfit and colored 
pictures we refer to [9]. 

9 <?J>J a 

VfvV 

Figure 2 Left: View of a grain boundary in a 12 nm grain size sample with a misorientation 
between the grains of 75 degrees. Right: Section of a grain boundary in the Ni 8.0 nm grain 

size sample with misorientation of about 17 deg around an axis close to <110>. 

The observation of structural units, similar to those observed in coarse grained samples 
provides evidence against the proposed model of these boundaries in terms of highly disordered, 
amorphous or cement-like interfaces in nano-phase bulk materials [22]. 

Grain boundary energy 

We now analyze the interfaces using energetic considerations. NC materials have an 
excess enthalpy per unit volume, AH, defined as the difference between the enthalpy of the NC 
state minus the enthalpy of the perfect crystalline state at the same temperature and pressure. 
This difference is proportional to the energy stored in structural defects, like GB's, and triple 
joints, TJ's. To calculate the excess energy the same set of NC samples used in the previous 
section will be used here is. We focus our attention into their dependence on average grain size, 
and compare our results with a recent paper that claims a decrease on excess enthalpy as the 
grain size decreases [23]. 
Although real as well as computer generated NC samples are formed by grains of arbitrary 
shape, to evaluate the amount of GB area and TJ length when the only macroscopic parameter is 
the average grain size, it is convenient to assume a particular shape and distribution of sizes. It is 
customary to take an average of the actual distribution of shapes and sizes that translates into a 
geometric factor representing the average surface-to-volume ratio. This factor alters the 
quantitative results of defect energies, but not their dependence on relevant variables like grain 
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size. For simplicity in our analysis of the computer generated samples, instead of an average, we 
shall assume two extreme geometries, namely spherical (with minimum surface to volume ratio) 
and cubic (with large surface to volume ratio); the real case will very probably be in between 
these two cases. This simplification allows us to calculate the amount of defect surface or length 
with precision. We consider then a NC formed by perfect equal cubes, with grains repeating in 
all 3-dimensions. The grain size d is the sum of the size of the perfect crystal portion of the 
grain, d-A, plus the GB width A. We assume (and justify below) that as d changes, A remains 
constant. 

The TJ is the intersection of 3-grain boundaries. For this particular example of cubic 
grains, all intersections are four-junction lines. A six-junction point may be identified in the 
intersection of 6 four-junction lines; for each particular geometry considered there are different 
types of intersections. In our analysis, we shall classify the defects in such a way that the volume 
associated to the six-junction points will be included in the four-junction lines, so they will not 
be considered as independent defects; moreover, we shall call them all TJ's. We note that there 
are several options to count the amount of defects: for the cubic shape example they can be GB 
alone, GB plus four-junctions, and GB plus four-junctions plus six-junctions. These options are 
not all equivalent: the results depend significantly on them as we show below 

With these definitions, the grain density ng, that is the number of grains per unit volume, 
is the reciprocal of the grain volume Vg. For a general shape, V„ = g d, with g = 1 for cubic and 
g = 0.52 for spherical shapes. Then for cubes, nR - 1/VS - 1/d. The GB surface per unit volume, 
,?CB, is the surface of a grain, Sg, times the number of grains per unit volume ns, times 'A for 
double counting (each surface is shared by two grains). The surface of a grain is g' (d-A)'', with 
g'= 6 for cubic andg'= 3.14 for spherical shapes; then sGI, = ng S0B = 6(d-A)"/2d. 

The TJ's length per unit volume (including six-point junctions for our simplified 
geometry), lTJ, is the product of the amount of TJ per grain, times the number of grains per unit 
volume. The first quantity is proportional to the linear dimensions of the grain, g"d. In the case 
of cubic grains g"= 12, and multiple counting (in cubic grains the TJ's are four-junctions, 
shared by four nearest neighbor grains) adds a factor 1/4, then lrj = nsg"d = i/d". 

Note here that if we want to explicitly make the six-joints appear in the analysis as a 
separate term, g"d should be replaced by g"(d-A) in the expression for 1TJ, and an additional 
expression for the amount of six-joints should be considered. With these definitions, the excess 
enthalpy per unit volume is, AH = yGII sGll + yrj 1GB , where yG!i and yTJ are the surface energy 
density of the GB and the length energy density of the TJ; replacing the surface and length 
densities by the expressions above, All = 3yc,n(d-Ay/d~ + yT! i/d' 

Neglecting terms in A2Id (because A<d), a plot of 1/3 All d' = yGH d + (yrJ - 2 A yGII) 
gives a straight line with slope yGI>. To be able to determine the other two unknowns, yrj and A, 
let's also assume that the state of matter in the GB and in the TJ is the same. This state may be 
characterized by an excess enthalpy per unit volume h. Then, the enthalpy per unit surface of GB 
is the enthalpy per unit volume of the defect matter, h, times the GB width A. Similarly for the 
four-joints, its enthalpy per unit length is h A", therefore yGR = h A and yTS = h A" ; then now, AH 
-3hA/d2(d-A); here again we neglect terms higher than linear in Aid. Now multiplying AH times 
d2 we gel a linear dependence on d with slope 3liA and intersection -illA (note the negative 
sign). It allows us to determine both unknowns h and A. 
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We apply this expression to our computer simulation results on Ni samples at different 
grain sizes, reported in [9-11]. The left ordinate axis of Figure 3 shows AH d" vs d, together with 
a linear fit with: 3kA = 38.0 (±0.1) eV/nm2 and 3/zZl2= 26.4 (±9) eV/nm. From these values, we 
determine A = 0.7 nm and h = 18 eV/nm3.= 0.21 eV/at, yaB = hA=\2.6 eV/nm2 = 2.0 J/m2, and 

YTJ = hA2 = 8.8 eV/nm = 14.1 10"10 J/m. 

E .c 
%   300 

Figure 3: The function AH times d versus 
d. Left axis: our data for Ni; right axis: 

Lu 's data from Ref. [23]. Linear fits 
according to Eq. detailed in text. 

15 

d [nm] 

The value of A is compatible with the observed width of the GB determined in the 
simulations, and h is close to the latent heat of melting of this potential (0.18 eV/at), which is a 
measure of the energy necessary to loose the crystalline order. 

Figure 4: Grain boundaries and triple joints between three grains in computer generated 5.2 
nm (left) and 12 nm (right) Ni NC samples. The surface of the grains has been taken as the 

frontier between perfect and non-perfect fec-coordinated atoms. Small dots represent atoms 
with potential energy greater than the perfect crystal value plus 1.5 times the latent heat of 

melting, as a way to visualize the excess energy stored in defects. The scale of both figures is 
the same. 

B5.5.7 



The quality of the linear fit provides support to the defect accounting assumptions made, 
and determines unambiguously the GB energy. 

The assumption that the nature of the defect matter in the GB and the TJ is similar gives 
us values for the TJ energy and GB width, this last being compatible with the observations in the 
computer generated samples, as shown below. 

An additional test of these assumptions is the visual observation of the GB's and TJ's in 
the simulated samples. As wc described previously, a scries of samples were created starting 
from the same set of random grain locations and crystallographic orientations, but with different 
grain sizes, in such a way that the same set of boundaries appears in different samples, differing 
only in the length scale. In Figure 4 we show a partial view of two of these samples: three 
grains with the same orientation parameters in a 5.2 nm and a 12 nm Ni samples. As it becomes 
apparent, grains in both samples have equal shape but different size. As a way to visualize the 
perfect crystal component of the grain we plot a closed surface containing in its interior all 
atoms with fee co-ordination up to fourth neighbors. In the schematic representation of cubic 
grains and used in the calculations, this region has a characteristic linear dimension d-A. This is 
an arbitrary but sound definition of the frontier between a grain and a grain boundary, useful for 
visualization purposes. 

The perspective used in Figure 4 clearly shows that the GB's arc planar, constant in 
width and that they intersect in a triple joint whose cross section dimension is comparable to the 
GB width. In addition to these surfaces, we also plot in Figure 4 those atoms with energy higher 
than 0.27 eV above the perfect crystal value. This value is 1.5 times the latent heat of melting 
and is an arbitrary value that gives an adequate density of atoms in the figures to represent the 
distribution of excess enthalpy. It appears evident that these atoms are evenly distributed in the 
GB and TJ volumes, with no distinction between flat surface (what wc associate to GB planes) 
and dihedral vertex (what we associate to TJ). Also clear is the fact that for both grain sizes (12 
and 5.2 nm), the width of the GB, that we call A, and the density of energetic atoms, that is 
related to h, are similar. 

This average analysis suggests then that the nature of the GB in NC metals is quite 
independent of grain size. However it is only a small portion of the information that can be 
obtained from computer simulations. In fact, in a previous paper we show an exhaustive analysis 
of particular GB's showing their structure and energetics depending on the misorientation 
parameters. In real experiments, however, it is this kind of average which is obtained from DSC 
measurements, while direct observation requires more sophisticated techniques. These 
observations justify the assumptions made in the previous section. 
In a recent paper Lu et al. determine the excess enthalpy of NC selenium [23] obtained by 
recrystalization from the amorphous phase. Using the simple relation AH = Y(;HS<;H, and SGB = 

3.34/(7, the authors determine y(;n as, YC;B - AH/S(;B - AHd I 3.34. If yGB is independent of d, a 
plot of AH times d versus d, should give a constant horizontal line at y = j;,B. Instead they obtain 
a line that has a negative curvature and positive slope. They arrive at the conclusion that a 
significant decrease of the GB enthalpy as the grain size decreases indicates that the GB's nature 
depends on the grain size. In view of the calculations presented in the preceding sections, we can 
interpret the conclusions of Lu et al. as a consequence of a wrong account of GB area and energy 
balance in the NC phase. For a proper determination of Sc parameters, wc represent the Lu's data 
on the right ordinate axis in Figure 3, together with a fit to our expression for AH ct. We obtain 
for these amorphous-Se annealed samples, that the GB width is 2.5 nm, and the GB energy is 
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0.4 J/m2 assuming their geometric factor, and 0.36 J/m2 assuming cubic grains. The GB width is 
significantly larger than in the metallic sample but the difference may be in fact that Se samples 
are originally amorphous and grains grow by re-crystallization. This procedure does not 
guarantee that the crystalline nuclei fill up all the volume. It is interesting to note that in the 
linear representation their data points show much less dispersion than in the non-linear one (See 
Figure in Lu's paper). We believe that this provides support to the assumptions made in deriving 
our expression for AH d2, that is: the nature of the GB is independent of grain size. 

Mechanism of plastic deformation 

At high load, after a transient period following the application of the load, the strain 
increases almost linearly with time for all the grain sizes. Figure 5 shows the strain rate versus 
the inverse of the grain size for the Ni and Cu samples. The strain rates under these conditions 
are high compared with actual experimental values, but for these small sample sizes (lOnm- 
25nm) any relative velocity is still four orders of magnitude smaller then the velocity of sound. 

At the smallest grain sizes explored the strain rate for a given applied stress increases 
with decreasing grain size. This behavior indicates that the Hall-Petch slope is negative at these 
very fine grain sizes. An energy balance indicates that at these sizes the total amount of grain 
boundary remains constant during deformation. These observations suggest an important 
characteristic of plasticity in nanophase metals under the present conditions: there is no damage 
accumulation during deformation, similar to the case of superplasticity. Careful examination of 
the samples confirms the absence of intra-grain defects. 

/ 2.0x10* -•—CuLOGPa 
-0—NM.5GPa 

a, 1.5x10'- 
E 

5 1.0x10'- 
w 

5.0x107- 

o- 8ri:o—' 

Figure 5: Strain rate versus the inverse of 
the grain size for the Ni and Cu samples 
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The deformation mechanism can be discussed in terms of a model based on GB viscosity 
controlled by a self-diffusion mechanism at the disordered interface, activated by thermal energy 
and stress [11]. With a set of simple assumptions based on these observations, we arrived at a 
picture of a standard stress-assisted activation process. In qualitative terms, it means that when a 
homogeneous shear stress is applied across the interface between two grains, the local 
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heterogeneous stress field makes each atom feel a different value of the net force (external plus 
internal) acting on them. At every instant of time, and depending both on the environment each 
of these atoms have and on thermal fluctuations, one atom at a time will get the conditions to 
reach and pass its saddle point configuration separating two possible locations, contributing in 
this way with a minute amount to the total plastic strain. The combination of all these localized, 
random processes, leads to a homogeneous slide of grains with respect to each other. 

When similar load is applied on samples with larger average grain sizes, the deformation 
rate is much smaller. These observations indicate a transition to another deformation 
mechanism. We analyzed the atomic structure of Ni and Cu samples with larger grain sizes, 
deformed at those stress levels that give approximately the same strain rate as in the sample with 
the very small grain sizes, and compare the structures at similar values of plastic deformation. In 
this way we take into account the different elastic contribution in very fine-grained samples due 
to the reduction of the Young's modulus. Figure 6 shows a section of the Ni 12 nm sample, 
deformed to a total deformation level of 2.7%, which means a plastic deformation level of 1.4 
%. using a tensile load of 2.6 GPa. The stacking fault observed in this section is produced by 
motion of Shockley partial dislocations generated and absorbed in opposite grain boundaries. 
The dislocation velocity estimated from sections made at different deformation times is 4 
A/psec, a tenth of the speed of sound. 

Figure 6 Slice of the 12 Ni sample, 
deformed until a plastic deformation level 
of1.4%. The stacking fault is represented 

bv the black atoms. 

Evidences of stacking faults inside the grains in Ni are observed at a slightly higher grain 
size (1 lnm) compared to Cu (8nm), probably due to the higher stacking fault energy. In Cu all 
the observed slip belongs to the {111 }<110> system. The first slip event we observe in Cu is in 
a (1, 1, -1) plane with slip direction is <1, -1, 0>. Its Schmid factor is only 0.12, which is the 
highest for this slip plane, but not the highest possible for that grain orientation. The same is 
observed in other grains reflecting the presence of significant internal stress. Increased 
dislocation activity is observed with increasing grain sizes. Figure 7 (left) shows a particular 
grain boundary in the 12 nm sample where a partial is emitted, travels trough the grain and is 
absorbed in the opposite grain boundary, leaving behind two hep planes. 
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The glide plane is (1,1,-1). In this plot only atoms other then fee are plotted. After further 
deformation, no second partial is observed. During deformation in the 20 nm sample, Figure 7 
(right), two partials are emitted from the same grain boundary, both on parallel glide (1,1,-1) 
planes. 

Figure 7: Partial dislocation emitted in a grain boundary in the 12 nm sample (left) and in the 
20nm sample (right). 

Concerning the microscopic view of sliding, it is well know that slide occurs 
preferentially in high energy interfaces due to the high local stress already acting on each atom 
that helps providing the enthalpy necessary for the activation process. Our samples contain a 
distribution of GB, including low energy-dislocation structured boundaries as well as high 
energy-less structured ones; we can therefore identify several cases: sliding plus dislocation 
glide, sliding plus GB migration, and pure GB migration. 

GB migration is an accommodation process that may accompany GB sliding. This effect 
is always present in a deformation test and is particularly relevant in superplasticity, as GBS 
favors the formation of slide channels in the grain's mantles. In our simulations, GB migration is 
always present to some extent in all grains. 

Conclusions 

MD gives clear evidence that GB in nanocrystalline fee metals have the short range 
structure of GB found in conventional polycrystalline materials. It also provides GB enthalpies; 
the total excess enthalpy approach used here allows a direct comparison with experimental 
measurements on nanocrystalline samples. 

Our calculation suggests that since in the nanometer regime the GB width and grain size 
are of the same order of magnitude, a proper account of the amount of defects appearing in the 
enthalpy balance is essential to give the correct picture of the energetics involved. Moreover, our 
results show that the energy stored in the TJ's is the same kind of energy stored in the GB's and 
is related to the disorder that characterizes these regions. 
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With decreasing grain size a change in deformation mechanism is observed: at the 
smallest grain sizes all deformation is accommodated in the grain boundaries as the grains slide. 
A process based on mechanical and thermally activated single atomic jumps dominates the 
contribution to deformation. At larger grain sizes, a combination of sliding and intra-grain 
dislocation activity is observed. 

Accurate analysis of the atomic configurations shows that the stacking faults are 
produced by the passage of partial dislocations generated and absorbed in opposite grain 
boundaries. In Cu we observe dislocation activity appearing at smaller grain sizes than in Ni (8 
nm in Cu, 12 nm in Ni). Dislocation activity becomes increasingly more important as grain size 
increases. This trend has been observed in grain sizes up to 20nm. 
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ABSTRACT 

We have developed a novel processing technique to fabricate "artifact free" tungsten 
carbide (WC) nanocomposites. Tn this method, pulsed laser deposition of WC in conjunction 
with a few monolayers of nickel aluminide (NiAl) is used to control the grain size of 
nanocrystalline composites. The grain size of WC was controlled by the thickness of tungsten 
carbide and the substrate temperature. The role of NiAl is to ensure the nucleation of tungsten 
carbide islands, and it is also insoluble in WC. Using this approach, we have fabricated 
nanocomposites of grain sizes ranging from 6 nm to 35 nm. The hardness of the composite 
increases with the decrease in grain size, following approximately Hall-Petch relationship. The 
role of NiAl in grain boundary deformation is of particular interest in strengthening the 
nanocrystalline composites. The potential of this technique to go to even lower grain sizes is 
discussed. 

INTRODUCTION 

Nanocrystalline materials having grain sizes between 1-50 nm exhibit interesting physical 
and mechanical properties, which are different than that of their bulk counterparts [1-3]. These 
properties include improved hardness, increased ductility & toughness and reduced elasticity 
modulus compared to their coarse grained counterparts. At grain size dimensions less than 10 
nm, a large volume fraction of atoms are located at the grain boundaries; consequently, the 
interface provides a very large number of high diffusivity paths. A rough estimate shows that the 
volume fraction at the grain boundaries is given by 6 8/D, where, D is the grain size(diameter) 
and 8 ,the width of the grain boundary, thus with 8 =1 nm, the volume fraction equals unity for 
D=6 nm. The yield strength and hardness of nanocrystalline materials increase with decrease in 
grain size, which is qualitatively described by the Hall-Petch relationship [3-4]. It is also 
observed that this relationship holds good up to a certain grain size, below which softening is 
observed with decreasing grain size, thus exhibiting a negative Hall-Petch effect[l-2,4]. 

In the present investigation, we have used a modified pulsed laser deposition technique to 
control three-dimensional nucleation or island growth by introducing a few monolayers of 
insoluble elements with high surface energy. Here, we have used a few monolayers of NiAl 
during the deposition of WC to control the island growth and grain size. Using this approach, we 
initially obtained a grain size of 35 nm and have reached a grain size of 6 nm. This grain size 
refers to the size of the WC grains alone and does not include NiAl, which is present at the WC 
grain boundaries. The potential is to reach a lower grain size by playing with the parameters. 
The hardness of the WC films on Si(001) substrates was also investigated using a 
nanoindentation technique. 
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EXPERTMENTAL DETAILS 

The tungsten carbide nanocrystals with alternating layers of NiAl were grown on a 
Si(OOl) substrate using a modified Pulsed Laser Deposition technique. In this technique, the 
nucleation of islands/grains was controlled by the interfacial energy and the amount of materials 
that are deposited. A rotating target holder with four different slots is used which provides 
capability for depositing four different materials. Two of these four slots are occupied in this 
experiment by tungsten carbide and nickel aluminide. The insitu deposition chamber was 
evacuated to a base pressure of 2.0 x 10"7 torr and the depositions were carried out using a high 
power KrF laser (X=24R nm, T = 25 ns, energy density 2-4 Jem"2, repetition rate 10 Hz). One of 
the unique features of this technique is that the average density of the laser-ablated species is 
considerably higher (10-1000 kT) than the equilibrium value kT. Therefore, this excess energy 
can be used in crystallization and formation of nanocrystalline islands on the substrate. Here. 
NiAl is introduced to enhance the nucleation sites of WC and the grain size of WC can be 
controlled by the relative amounts of WC and NiAl deposited in each layer. In the present 
experiments, the substrate temperature was maintained at room temperature. 

The hardness measurements on these films were made using a nanoindentation technique, 
where Hardness is given by 

p 
H = - --(1) 

A 
where, P - Applied load. The contact area A is given by 

A = 2A.ihl+YjClh\11' -—(2) 
1=0 

where, C\ = experimentally determined constant. The contact displacement ht. is given by 

h =h, -0.75- -—(3) 

where, stiffness is measured as a function of h 

dP\ _ 
*l'-=5 --(4) 

The tungsten carbide nanocrystals were characterized using High Resolution TEM. Plan 
view TEM of the WC film on Si(001) substrate gave a good estimate of the grain size and grain 
size distribution of nanocrystalline tungsten carbide. During the preparation of the sample for 
TEM, ion beam modulation technique was employed in the Ar+ ion-milling machine in addition 
to cooling the sample with liquid N2. This was used to prevent recrystallization of WC 
nanocrystals as grain growth in WC occurs at relatively low temperatures. 

RESULTS AND DISCUSSION 

We achieved a significant reduction in grain size by depositing the WC thin film on 
Si(001) substrate in the form of multilayers of WC and NiAl. The TEM studies of WC/NiAl 
samples reveal a significant reduction in grain size. The plan view study of multilayered 
WC/NiAl structure deposited on Si(001) substrate at 10 Hz reveals a grain size of 35 nm for 
WC/NiAl #1. The bright field TEM micrograph is shown in Figure 1. The grains arc very 
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uniform and artifact-free. Further reduction in grain size was obtained by varying the relative 
thickness of the alternating WC and NiAl layers. The corresponding bright field TEM 
micrographs are shown in Figures 2-5. Grain Sizes of 24nm, 14nm, lOnm and 6nm were 
obtained. Tungsten Carbide nanocrystals with a grain size of 6 nm have been obtained by 
adjusting the deposition time of WC and the potential is to go to even lower grain sizes. High 
Resolution TEM studies were done on these WC nanocomposite samples and the corresponding 
micrographs are shown in Figures 7. Figure 7(a) & 7(b) shows that NiAl is present as an 
amorphous layer at the WC grain boundaries. The ratio of WC to NiAl remains constant as the 
grain size reduction occurs in all the TEM micrographs shown below This is also clearly seen in 
the diffraction patterns that were obtained. The nanohardness measurements as a function of 
depth were made on all the samples using the nanoindentation technique. The average hardness 
of coarse grain Tungsten Carbide was found to be 15.8 GPa, which agrees with the literature 
values. The hardness values increased with decreasing grain size attaining the highest value of 
21.7 GPa for the 10 nm specimen. The hardness decreased to 17.69 GPa as the grain size was 
reduced to 6 nm. These results are summarized in Table 1. 

Figure 1 - HRTEM Micrograph of WC nanocomposites 
with NiAl at the grain boundaries 
Average grain size = 6 nm Figure 2 - HRTEM Micrograph of WC nanocomposites 

with NiAl at the grain boundaries 
Average grain size = 10 nm 

Figure 3 - HRTEM Micrograph of WC nanocompositcs 
with NiAl at the grain boundaries 
Average grain size = 14 nm 

Figure 4 - HRTEM micrograph of WC nanocomposites 
with NiAl at the grain boundaries 
Average grain size = 24 nm 
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Figure 6 - Hardness vs Grain Size(d" ' 
-Tungsten Carbide Nanocrystals 
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Figure 5 - HRTEM Micrograph of WC nanocomposites 
withNiAl at the grain boundaries 
Average grain size - 35 nm 

0.2 0.3 0.4 

Grain Size - d"! [(nm|"!J 
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Figure 7(a) - HRTEM Micrograph showing 

WC grains and amorphous NiAl phase Figure 7(b) - HRTEM Micrograph showing 

WC grains and amorphous NiAl 

The grain size of WC was controlled by introducing a few interposing monolayers 
of NiAl, which is insoluble in WC and has a high surface energy with little or no interaction with 
the film [5]. According to the phase diagram, NiAl is insoluble in WC, and NiAl satisfies the 
above criteria for three-dimensional island growth. The grain size of WC nanocrystals grown 
using PLD depends on the number of nucleation sites available. Therefore a material, which 
provides more nucleation sites can reduce the grain size in the thin film nanostructurcs to 
significantly low values. The size of the island and hence the grain size of the nanocrystals is 
primarily controlled by amount of tungsten carbide and relative amounts of WC and NiAl in 
each layer of the multilayers formed. 

We emphasize that it is possible to reduce the grain size of WC nanocrystals by 
introducing insoluble NiAl layers, which have little or no interaction with WC. The presence of 
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NiAl is seen in the TEM diffraction patterns as an amorphous layer. Thus, the amount of W was 
enough to affect nucleation and reduce the grain-size of WC to very low values. This present 
technique provides a self-assembling approach, where grain size is controlled by the amount of 
WC and the relative amounts of WC and NiAl in each layer of the multilayers that were 
obtained. 

Table 1: Details of Deposition Conditions for WC/NiAl multilayers - WC nanocrystals 

Sample No. Growth Conditions Grain Size (nm) Hardness(GPa) 

WC/NiAl #1 
E = 600 mJ 
WC = 8 min 
NiAl= 30 sec 

10 Hz 

30 17.44 

WC/NiAl #2 
E = 600 mJ 

WC= 6 min. 
NiAl - 20 sec 

10 Hz 

24 18.82 

WC/NiAl #3 
E = 600 mJ 

WC = 4 min. 
NiAl= 15 sec 

10 Hz 

14 21.67 

WC/NiAl #3 
E = 600 mJ 

WC = 2.5 min. 
NiAl = 10 sec 

10 Hz 

10 20.52 

WC/NiAl #3 
E = 600 mJ 

WC=1.5min. 
NiAl = 8 sec 

10 Hz 

6 17.69 

The hardness increases with grain size, which is predicted by Hall-Petch relationship. 
Figure 6 shows a plot of Hardness as a function of grain size (d'/i), where we obtain a linear 
behavior with decreasing grain size up to a certain value. In this region intra-grain deformation 
mechanisms predominate. As the grain size decreases, intergrain deformation becomes 
increasingly important. Below a certain grain size, d < dc, grain boundary sliding takes over, 
which leads to softening[6-7]. In this regime, the deformation is dominated by grain boundary 
sliding as a large fraction(majority) of atoms resides at the boundaries. NiAl being insoluble in 
WC and having high interfacial energy with WC increases the number of heterogeneous 
nucleation sites. The high surface energy between WC and NiAl reduces the number of atoms in 
a nucleus. This increases the number of nucleation sites of tungsten carbide. The NiAl pins down 
the WC grain boundary and prevents the grain growth. The NiAl at the grain boundary pins them 
and prevents their «crystallization. This reduces the grain size of WC. The interface between 
NiAl and WC hinders the dislocation movement and increases the sample hardness. Thus NiAl 
serves a two-fold purpose - first it may help reduce the grain size of the WC nanocrystals formed 
; second, NiAl also prevents grain boundary sliding. Thus, this technique can be used to 
significantly improve the mechanical properties of thin film nanocomposites. 
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CONCLUSIONS 

In the present study, we fabricated nanocrystallinc WC without artifacts using pulsed 
laser deposition. The aims were to process, characterize and study the mechanical properties of 
nanocrystalline materials. By a series of experiments, we were able to obtain artifact free 
nanocrystalline WC with grain sizes of down to 6 nm using a novel pulsed laser deposition 
technique. Alternate layers of WC and NiAl was deposited on Si(OOl) substrates. The presence 
of NiAl reduces the grain size of WC. The NiAl present at the grain boundary also pins the grain 
boundaries preventing their movement during the deformation. The presence of NiAl at the 
interface also hinders the dislocation motion. These factors in conjunction improve the hardness 
values of the fabricated nanocrystalline WC from 15.8 GPa for coarse grain WC to 21.7 GPafor 
WC/NiAl multilayer nanocrystalline thin film heterostructurcs. 
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ABSTRACT 

New high temperature ceramic eutectic composites have been obtained. The composite is 
self-assembled in one quick step by rapid supercooling of the multioxide alumina- YAG-zirconia 
eutectic in an arc-image lamp furnace. The new material will find applications as in-situ coating 
and component for use at ultra-high temperature. Periodic self-assembled layered structures 
kinetically forced to solidify with interspacing in the submicron range will result in very 
interesting properties and applications for high temperature multioxide oxide eutectic 
composites, offering the challenge of design of layered nanostructures tailored to specific 
applications by kinetic control during solidification. 

INTRODUCTION 

Oxides ceramics have intrinsic properties such as oxidation resistance, chemical and thermal 
stability. However, they also have poor resistance to thermal shock and in general to crack 
propagation and growth, which results in rapid material degradation and catastrophic fracture. 
One successful approach to improve the thermo-mechanical stability of ceramic oxide 
composites has been their fabrication by solidification from eutectic melts. Eutectic composites 
fabricated by unidirectional solidification have excellent strength and creep resistance at high 
temperature. The strengthening of grain boundaries characteristic of eutectics is especially 
required for long-term service in high temperature applications. The refining of the 
microstructure in eutectic composites with thinner lamella size will result in higher strength by 
reduction in flaw size, inhomogeneities and stress accumulation points. 

However the fabrication of oxide eutectics by more rapid solidification techniques has 
yielded moderate success, producing partially amorphous or inhomogeneous samples, because it 
is difficult to maintain a homogeneous heat transfer at high cooling rates [1-6]. Therefore rapid 
solidification methods have been used to fabricate eutectic powders, but not layered eutectic 
crystals. The smaller lamella sizes in eutectic composites by unidirectional solidification are in 
the few microns range. The aim of this work is to obtain a eutectic composite with lamella size in 
the sub-micron range, by using rapid solidification in an arc-image furnace. 

EXPERIMENTAL 

Starting materials were prepared from high purity (>99.9%) ZrÜ2, Y2O3 and AI2O3 powders 
by dry and wet mixing in methanol using an alumina mortar. A constant alumina to zirconia ratio 
of 79:21 and different yttria contents were used for the initial powders mixtures. Pellets of the 
mixed powders were placed on a copper plate cooled by water and melted in air in an arc-image 
lamp furnace by the radiation of a Xe lamp (Ushio UF-10001). The spherical arc-melted 
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specimen was quenched by rapidly moving the copper plate from the focal point. The cooling 
rate using the described method is estimated to be higher than 105 Ks'1 [7]. Arc-melted materials 
were white spheres with diameters from a few mms to the focal size of the focal point (~ 15 
mm). The white color indicates good stoichiometry of the oxides formed; oxygen vacancies 
would be revealed by their activity as color centers. Surfaces of melted samples were 
prepared by diamond polishing and Pt-Pd coated before observation by scanning 
electron microscopy (SEM). 

Powder X-ray diffraction patterns were obtained from arc-melted samples after grinding in 
ethanol using an agate mortar, using CuK„ radiation in a curved graphite-beam 
monochromator (MXP,VA, MAC Science Company, Ltd, Tokyo, Japan). Surfaces of 
melted samples were prepared by diamond polishing and Pt-Pd coated before 
observation by scanning electron microscopy (SEM) in the back scattering mode. 

Emitter mirror 

Collector mirror 

lOkW Xo arc lamp 
Protection 

glass 

Plane mirror 

Figure I. Optical system of the arc-image lamp furnace. The sample is placed in the focus of the 
emitter mirror. 

RESULTS AND DISCUSSION 

An as-solidified pellet can be observed in Fig. 2.The bulk as-solidified samples (<() ~ 1 cm) 
present good homogeneity and are free of surface flaws, cracks and porosity. As-solidified 
surfaces show waves associated with periodic lamella entanglement of aligned eutectic colonies. 
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Figure 2. Surface of a solidified pellet as-quenched. The surface is smooth and free of cracks. 

The XRD pattern in Fig. 3 corresponds to a ternary composite with three crystalline 
phases: alumina, YAG and cubic fluorite-type zirconia-yttria solid solution. 

, ,—, , , , , , 1      , 

a: alumina 
fl: yttrium aluminium garnet 
z: fluorlt» typa xlrconla-yttrla solid solution 
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Figure 3. XRD pattern from a solidified pellet as-quenched. 

B6.2.3 



The smooth surface corresponds to the as-solidified bulk ceramic composite, without any 
machining or polishing, with the interface shape theoretically predicted by Jackson & Hunt [8]. 
The curvature of the boundary offsets the effect of the compositional changes across the 
interface in the liquid in front of the lamella, caused by lateral diffusion of the components 
during phase separation. 

Lamella sizes are homogeneous thorough the solidified sample. Theoretical predictions and 
experimental data of characteristic interlayer spacing in directionally solidified binary eutectic 
composites in the system indicate that this lamella size corresponds to cooling rates higher than 
10 "Cs"1. hi spite of the rapidness of the process, the kinetics is homogeneous because the 
simplicity of the heat-transfer and the absence of thermal inertia by thermal image heating. We 
use the most simple heat transfer conditions. Heating in a solar furnace with an ellipsoidal 
mirror offers the advantages of very low thermal inertia, direct heating without using a 
container, uniform radial temperature distribution and good stability. Cooling by contact with a 
copper plate with high thermal conductivity allows rapid heat transfer in the sample through a 
positive thermal gradient. In those conditions homogenous and reproducible microstructurcs 
arc obtained. 

CONCLUSIONS 

Ceramic composites have been obtained as bulk solid spheres by rapid solidification in an 
arc-image lamp furnace, in the alumina-YAG-zirconia system. The nanostructured material will 
find applications as ultra-high temperature thermal barrier coatings. 
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ABSTRACT 

Computations involving density functional theory have been performed on lead 
magnesium niobate (PMN) single crystal models in an effort to calculate their surface 
energies, which are believed to play a role in brittle fracture mechanisms. To establish 
credibility of this approach, test calculations were performed on MgO and SiC single 
crystal models. The surface energy of MgO was determined to be 1.2 J/m2, which is in 
close agreement with the experimental value. Similarly, the value for SiC, 8.03 J/m2, 
supported a level of confidence with this methodology. Surface energies were calculated 
for several simple perovskites and several PMN models. The calculated values suggest 
that changes in the A-site ion of PMN do not result in any significant changes in the 
surface energies. 

INTRODUCTION 

Lead magnesium niobate (PMN) is well-known as a relaxor ceramic distinguished by 
its large strain and high energy density [1]. Addition of lead titanate, barium titanate, or 
strontium titanate to PMN leads to an improvement in relaxor properties [2]. However, 
these compositions are still relatively brittle materials, hindering attempts to collect 
reliable strain data. The brittleness of the ceramic has been attributed to processing 
conditions and impurities in the materials used in processing. In an attempt to understand 
the root origin of brittleness in PMN ceramics, we have used density functional theory to 
model the surface energies of model crystals.   The objective of this work was to 
demonstrate that a quantum mechanical approach can be used to calculate the surface 
energy, which is an invaluable parameter for investigations of brittle fracture. 

THEORY 

The approach is based on Griffith's theory where crack formation is viewed as a 
thermodynamic balance between the reduction in mechanical energy on crack extension 
and the resulting increase in surface energy of the surface created by the extension of the 
crack [3]. Crack propagation is a thermodynamic process, i. e., during propagation, 
energy stored in the material is constantly released [4,5]. When a crack is initiated in a 
material such as a ceramic or crystal, the area generated by crack propagation is 
approximately proportional to the square of length of the crack, which implies that the 
relief of strain energy should be proportional to the square of the crack length or depth. 
At the same time, the energy expended to form the surfaces of the newly-formed crack 
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(surface energy) is proportional to only the first power of the crack depth. Thus, a critical 
Griffith crack length, lg, is defined as the critical length of a crack beyond which more 
energy is released so that crack propagation is highly favorable. A simple formulation of 
the Griffith crack length is [4]: 

lg: 
2GE 

(1) 

Where G is the free surface energy, E is the Young's modulus, and s is the strength of the 
material. Thus, the surface energy is one of the key parameters that controls crack 
propagation, i. e., the larger the surface energy, the greater the critical crack length, and 
thus the more stable the material is to crack propagation. To investigate the molecular 
mechanisms underscoring cracking in PMN crystals, we focused on the effect of 
composition on the surface energy. Density functional theory (DFT) was used to 
calculate G for simple models. Electronic energies of bulk crystals were first calculated. 
Superlattice surface structures were then constructed by separating the lattice planes. 
After the electronic energies of the "separated" lattice structures were calculated, the 
surface energies were estimated from the differences in the electronic energies and 
surface areas of the bulk and separated lattice structures. The model PMN crystals 
consisted of 3 x 3 x 1 PMN pseudocubic superlattices constructed with experimental 
lattice dimensions of 12.12 Ax 12.12 Äx 4.04 A [6]. The stoichiometry of this 
perovskite cell is PbijMgjNbf.C^. Mg2' and Nb51 were distributed randomly on the B- 
sites (figure 1). Two (001) surfaces were created from this cell by greatly expanding the 
a-dimension. The plane of one (001) surface, the B-site surface, is coincident with the B- 
O lattice bond. The second surface, the A-site surface, contains the A-site ion (Pb2+) and 
oxygen.. Bulk crystal and surface superlattices Pbc,Ba3Mg3Nb6C>27 and 
PböSr3Mg3Nb6027 with the same lattice dimensions were also built. In these structures, 
Ba2+ and Sr2+ replaced A-site Pb2+ within the lattice plane that forms the A-site surface. 

B 

o 
Oxygen 

Figure 1. Structure of a simple perovskite 
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Density functional theory treats the dependence of the total ground-state energy EGS 

of an electronic ensemble as a function of the density distribution of these electrons, p(x), 
which represents the concentration of electrons at position x [7]. Consider that these 
interacting electrons are in a Coulombic field of fixed nuclei. Since EGS is a unique 
functional of p(x), we write the familiar Kohn-Sham equation describing the exact 
ground-state energy functional of a system of electrons in an external field as: 

EGS=Ts[p(x)] + EES[p(x)] + Exc[p(x)] + EEXT[p(x)] (2) 

Ts[ P(x)] is the kinetic energy of non-interacting electrons with density p(x), EES[P(X)] is 
the electrostatic energy, Exc[p(x)] is the exchange-correlation energy, and EEXT[P(X)] is 
the potential energy of non-interacting electrons. The kinetic energy term is estimated 
using a one-particle equation: 

Ts[p(x) = ^anJdx\|/n(x)j- —L (x) (3) 

Where v|/„ is a single particle orbital that produces a charge density p(x). The minimized 
ground-state energy of a crystal was calculated by solving the Schrödinger equation [7]: 

~+VEFF(x)-e11tyI1(x) = 0 (4) 
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Where VLFF, the effective potential of each electron, can be represented as: 

VEFF(x) = VEFF(x) + e2jdx'^| + nxc[p(x)] (5) 

In equation 5, uXc is defined as a Coulomb potential: 

Hxc =^-t>ew(P)] (6) dp 

The local density approximation (LDA), where the density of exchange-correlation in 
a nonuniform system is assumed to vary with p(x) regardless of the nature of the density 
distribution, was used to facilitate the calculations [8]. In practice, equation 2 is written as 
a function of a "starting" charge density. Equations 2 and 4 are then used to recalculate 
the "final" charge density. The calculation is performed until self-consistency is 
achieved [7]. 

The strategy used in this investigation was to first optimize the geometries and 
determine the total energies of the relaxed crystals. The only exception was in the case of 
the PMN models where experimental lattice dimensions were used (the computation 
would have been quite demanding). The energies of the "separated" crystals were 
calculated under the assumption that surface ion positions do not shift appreciably after 
cleavage when generating the surfaces. 

The calculations were performed using the CASTEP (Cambridge Serial Total Energy 
Package) interface provided by Molecular Simulations (MSI) [9]. This program is 
installed on NUWC's Silicon Graphics ONYX 2 Platform in NUWC's Advanced 
Scientific and Engineering Computational Center. Periodic models were constructed 
using MSI's Cerius2 package [9]. The pseudopotential approach was performed and k- 
point sampling over the Brillouin zone was calculated using the Monkhorst-Pack scheme 
to generate a uniform mesh of k-points in reciprocal space [10]. 
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RESULTS AND CONCLUSIONS 

The surface energies for several model crystals including MgO and SiC as test cases 
are listed in table I. 

Table I. Surface energy (G) of model crystals calculated using density functional theory 

Crystal G (J/m2) 
MgO 1.02 
SiC 8.03 

PbTi03 1.24 
BaTiOj 1.12 
SrTi03 1.33 
PMN 1.23 

PMN-Ba 1.31 
PMN-Sr 1.41 

The values found for MgO and SiC are in close agreement with literature values (1.2 
and >3 J/m2, respectively) [11,12]. The calculated value for SiC is consistent with the 
extreme hardness of this material [13]. The values calculated for simple perovskite 
structures, PbTiC>3, BaTiOj, and SrTi03, were included to provided a basis of comparison 
with the PMN model crystals. It is evident that for both the simple perovskites and the 
PMN crystals, there are only slight and in fact no particularly noticeable trends depending 
on the nature of the A-site ion. This would appear to support a conclusion that 
replacements of A-site ions in simple and complex perovskites should not influence the 
propensity for brittle fracture. Given their slightly higher surface energies, the simple 
perovskites as well as the PMN models would appear to be slightly more stable to brittle 
fracture than an oxide such as MgO. This work suggests that the approach using density 
functional theory can be applied to studies of brittle fracture most notably in systems 
where surface energies are difficult to determine by experiment. To further strengthen 
the conclusions of this study, it will be desirable to perform relaxation of ionic positions 
on the surfaces to determine the magnitude of differences, if any, between unrelaxed and 
relaxed surfaces [14]. It is also recommended that studies be performed to determine the 
effects of model lattice size, volume, and surface separation on the calculated energies 
before this approach is applied to the study of cracking behavior in solutions of PMN and 
PbTiÜ3, which possess excellent electromechanical properties yet are known to suffer 
from a strong propensity to cracking. Another area where this approach has promise is in 
studies of lattice trapping, which is believed to play a role in stabilizing cracks [15]. 
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ABSTRACT 

Mesoporous organosilicas based on a bridged organosilicate have been synthesized using a 

triblock PEO-PLGA-PEO copolymer containing more hydrophobic poly(DL-lactic acid-co- 

glycolic acid) block and the structural difference between mesoporous organosilicas prepared 

from PEO-PLGA-PEO and PEO-PPO-PEO block templates is discussed. 

INTRODUCTION 

Surfactant-templated mesoporous silica materials have attracted great interest since the 

discovery of hexagonally ordered mesoporous silica material (M41S) by Mobil Corp [1]. 

Structures and pore sizes of the mesoporous silica materials have been varied by several 

surfactants and polymeric templates. Particularly, non-ionic poly(ethylene oxide) surfactants or 

triblock poly(ethylene oxide)-poly(propylene oxide)-poly(ethylene oxide) (PEO-PPO-PEO) 

copolymers as structure directing templates have been widely used for preparing mesoporous 

silicas such as SBA-15 [2-4], SBA-16 [4] and MSU-X [5,6]. The synthetic route of employing 

non-ionic block copolymers has advantages for forming thicker walls, nontoxicity, and easy 

removal of the polymer during calcination. The block copolymer templates obviously yield 

larger structural features compared with the structural size obtained with low molecular weight 

surfactants. 

Recently, a new class of mesoporous materials has been reported such as the periodic 

mesoporous organosilicas (PMOs) [7-11]. These materials are so unique in containing organic 

functional groups inside the channel wall. The organic modification of the silica framework 

provides diverse variation of optical, electrical and mechanical properties. However, the 

organosilicas prepared by block copolymer templates have not yet been reported extensively in 

literature. 

We have investigated a new synthetic method of incorporating organosilicates in the basis 

reaction between a PEO-PPO-PEO triblock copolymer and tetraethyl orthosilicates (TEOS). The 

synthesis using non-ionic block copolymer templates generally utilizes the electrostatic forces 
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mediated by strong acid to allow for the counter ion mediated interactions of the type 

(N°H+)(X~f), where N° is the non-ionic surfactant, X" is the counter anionic and I+ is the 

protonated silicic acid from the silicon alkoxide precursors. In present study, wc describe the 

synthesis of mesoporous organosilicas from the co-condensation of TEOS and 1,2- 

bis(trimethoxysilyl)ethane (BTMSE) by using PEO containing triblock copolymer templates 

such as F127 (EOiocPOyoEOior,; BASF) and poly(ethylene oxide)-poly(DL-lactic acid-co- 

glycolic acid)-poly(ethylene oxide) (PEO-PLGA-PEO). In our study, more hydrophobic PLGA 

block, compared with the PPO block in the PEO-PPO-PEO block templates, was chosen in order 

to give more contrast between hydrophilicity and hydrophobocity of a block template yielding 

tighter micelles to confine more amount of organosilicate in the aqueous matrix phase. 

EXPERIMENTAL DETAILS 

We have studied the cubic morphologies using a commercial Pluronic F127 and a 

EC>43(L23G(,)E043 (M„= 7,550 gmol" ; LGE76) triblock copolymer synthesized in our laboratory 

through the ring opening polymerization of a mixture of lactide and glycolide onto mono- 

methoxypoly(ethylene oxide) [13]. In a typical synthesis of mesoporous organosilicas, a mixture 

(3.75 g) of BTMSE and TEOS was added to a 1.5 M HC1 aqueous solution (160 g) containing 

LGE76 (1 g; 0.6 wt%) maintained at 30 °C. The mixture was stirred vigorously for about 0.5 h, 

then the solid products were aged for 24 h at 100 °C. The products were isolated, washed, and 

filtered off. Solvent extraction of the polymeric surfactants was carried out by a solution of 10 g 

of HC1 (37 wt%) and 70 g of methanol, and dried at room temperature. Calcination was carried 

out in a furnace by employing stepwise temperature increase from 30 °C to 450 °C  for 10 h 

under N2 flow. The synthetic method of organically modified SBA-16 with F127 was similar to 

the procedures described above and the quantities of reactants are reported elsewhere [3]. 

Mesoporous organosilica materials obtained with the F127 template were prepared with 

BTMSE:TEOS weight ratios of 0:100 (SBA-16), 5:95 (S16-B5), 10:90 (S16-B10) and 15:85 

(S16-B15). Also, the organosilicas prepared with the LGE76 template were 0:100 (LGE-B0), 

10:90 (LGE-B10), 30:70 (LGE-B30), 50:50 (LGE-B50) and 60:40 (LGE-B60). 

DISCUSSION 

In the case of employing the F127 triblock template and BTMSE as an organosilicate source, 

we found that the organosilica materials do not maintain their cubic (Im3m) morphologies when 
BTMSE quantity exceeds 15 wt% as shown in the scattering pattern of Figure 1(a) (trace D). 
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Figure 1. Powder small angle X-ray scattering patterns ofmesoporous ethanesilicas containing different weight 
proportions ofTEOSandBTMSE. (a) As-synthesized samples of SBA-16 (trace A), S16-B5 ß), S16-B10 (C) and 
S16-B15 (D) (b) Calcined ethanesilicas prepared with LGE76 (E04i(L2iGf)E04i) ofLGE-BO (trace A), LGE-B10 
ß), LGE-B30 (C), LGE-B50 (D) and LGE-B60 (E). Scattering patterns were obtained with a Bruker 2D-GADDS 
diffractometer using Cu-Ka radiation with 1 - 1.5418 A. 

Moreover, in a typical experimental scheme of preparing the SBA-16, we found that solid 

precipitates could not be obtained in the case when the BTMSE content is above 15 wt% in the 

total silica. However, we observed that the cubic mesoporous ethanesilicas containing small 

quantities of BTMSE have high periodicity, high surface area and pore volume as shown in 

transmission electron micrograph [Figure 2(a)] and Ni adsorption data (Table 1). As-synthesized 

ethanesilicas modified from the SBA-16 show well resolved SAXS patterns with large d-spacing 

(110) values of 113 Ä (20 = 0.78) and two additional reflections appeared in the range between 1 

and 1.5°. After calcination, their cubic (M3m) structures are well maintained and the first 
diffraction peak is shifted to a d-spacing value of 97 A (20 = 0.90). The unit cell parameter 

values (a) of these cubic structures are estimated to be 160 and 137 Ä for as-synthesized and 

calcined samples, respectively. The N2 adsorption-desorption isotherm on the S16-B15 sample 

containing 15 wt% of BTMSE in the total silica source exhibits a mixed form of type I and II, 

which are the characteristics of microporosity and nonporosity [14]. We also noted that the pore 

size distribution of the S16-B15 sample is too polydisperse to be evaluated by the N2 adsorption 

isotherm. From several experiments, we conclude that the PEO-PPO-PEO structure directing 

template with small difference between hydrophilicity of the PEO block and hydrophobicity of 

the PPO block are not so effective for forming new mesoporous organosilicas containing a large 

quantity of the organosilicate precursor. 

Figure 1(b) illustrates the powder small angle X-ray scattering patterns of calcined 

ethanesilicas obtained with the LGE76 triblock template containing more hydrophobic PLGA 

block than the PPO block as a function of BTMSE content in the total silica. Scattering patterns 
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Figure 2. TEM images of calcined mesoporous ethanesilicas: (a), (b) arc the images ofS16-B5 and S16-B15 
prepared with F127 (EOmP07llEO,m) and (c). (d) are LGE-BiO and LGE-B60 obtained from I.GE76 
(E04i(L23G/JE043), respectively. TEM images were obtained with a JEOL JEM-200CX operated at an accelerating 
voltage of 120 kV 

show a single intense reflection with a d-spacing value near 98 Ä (20 = 0.91). TEM [Fig. 2(c,d)] 

and N2 adsorption-desorption data (Table 1) also represent that a large amount of mcsoporc is 

still maintained even after the addition of 60 wt% BTMSE in the silica although the samples are 

found to be less ordered in the long range as shown in Figure 2(d). These results imply that the 

LGE76 triblock template is so effective for forming the mesoporous organosilica materials. The 

decrease in the main peak intensity with increasing BTMSE content in the scattering data shown 

in Figure 1(b) agrees with the decrease in the BET surface area data shown in Table 1. 

Table 1 also shows that the BJH average pore size slightly increases as the BTMSE content is 

increased. These data indicate that the electrostatic attractive force between the PEO chain and 

the silica source is weakened or the hydrophobic compatibility between the PLGA block and the 

ethane moiety of BTMSE slightly increases as the BTMSE content is increased. However, we 

also found that the pore size having the maximum portion of pore volume in all the samples 

prepared with the BTMSE precursor yields almost the same values of 3.7 nm irrespective of the 

BTMSE content, as also verified in the TEM micrographs of Figure 2(c,d). We note that the pore 

size is quite similar to that obtained with the modified SBA-16 shown in Figure 2(a) and Table 1. 

N2 adsorption-desorption isotherms of the mesoporous cthanesilica materials prepared with the 

LGE76 template exhibit typical type rV behavior, which is the characteristic of mesoporous 

materials with a sharp inflection at P/P0 ~ 0.42 (H2 hysteresis). 

To verify BTMSE incorporated into the silica solids prepared with the LGE76 template, ' C 

and 29Si CP-MAS NMR experiments on the solvent extracted samples were performed. The "C 

CP-MAS NMR spectra represent a resonance assigned to ethane carbon at 8 -4 and a resonance 

at 8 -70 corresponding to unremoved carbons originating from polymeric surfactants. 
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Table 1. Physicochemical properties of mesoporous ethanesilicas" 

Sample 
code 

Block copolymer BET 
surface 
area/ 
mV' 

Pore 
volume/ 

Average 
pore 
diameter 
/nm 

Max. 
pore 
diameterVn 
m 

S16-B5 E010<;P07oEO,o6 933 0.65 3.4 3.5 
S16-B10 EO106PO70EO106 640 0.44 3.2 3.5 
S16-B15 EO,o6P070EOio6 432 0.64 7.0 44.2 
LGE-B10 E043(L2,G6)E043 666 0.48 3.1 3.7 
LGE-B30 E043(L23G6)E043 595 0.41 3.4 3.7 
LGE-B50 E043(L23G6)E043 572 0.49 4.2 3.7 
LGE-B60 E043(L23G6)E043 470 0.47 4.5 3.6 

1N2 adsorption-desorption isotherm data were measured on a Micromeri-tics ASAP 2010 
analyzer. Samples were pre-degassed at 200 t and 30 umHg for 6 h and pore size 
distributions were calculated from the desorption branch of the isotherm by the BJH 
method.b Maximum pore diameter represents the pore diameter having the largest 
portion of pore volume in all measured pore size. 

The 29Si CP-MAS NMR of the LGE-B0 sample shows the characteristic signals assigned to 

Si(OSi)4 (Q4 8 -110), (HO)Si(OSi)3 (Q3 8 -101) and (HO)2Si(OSi)2 (Q2 8 -92), respectively 

[Figure 3(a)]. In contrast, the ethanesilicas obtained from the BTMSE precursor represent 

another characteristic signals assigned to CSi(OSi)3 (T3 8 -65) and CSi(OSi)2(OH) (T2 8 -57) as 

shown in Figure 3(b,c) confirming the presence of the ethane moieties inside the silica 

framework. Integration of 29Si MAS NMR signals also confirms the successful quantitative 

incorporation of the BTMSE into the mesoporous silica materials. 

Figure 3. 29Si CP-MAS NMR spectra of mesoporous ethanesilicas prepared with a LGE76 triblock copolymer. The 
spectra are for; (a) LGE76-B0, (b) LGE76-B10 and (c) LGE76-B50, respectively and obtained with a Bruker 
DSX400 spectrometer. 
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CONCLUSION 

We concluded that more hydrophobic PLGA containing PEO-PLGA-PEO triblock copolymer 

was more effective in incorporating organosilicate precursors into the mesoporous silica 

materials than PEO-PPO-PEO triblock copolymer template. 
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ABSTRACT 

Nanocrystalline metallic powders and coatings have been synthesized using a millimeter 
wave driven polyol process. We have been able to prepare powders of single elements, alloys, 
metastable alloys, composites and coatings. Examples of a few of the metals processed in this 
study include Fe, Co, Ni, Cu, Ru, Rh, Pt, Au, FePt, FexCo,00-x, NiAg and Cu-Ni. The polyol 
experiment was set up in the millimeter wave processing chamber, the beam was directed into 
the center of the solution and it was brought to reflux, using the millimeter wave beam as a heat 
source. Varying the power input easily controlled the rate of reflux. 

INTRODUCTION 

Fine metal particles have many uses in pigments, magnetic materials, catalysts, 
electromagnetic shielding, ferrofluids, sensors, biomedical, electronics and advanced-engineered 
materials. Among the various preparative techniques used to prepare nanoscale particles, 
chemical routes provide a practical route for preparing fine and ultrafme powders. The polyol 
method, in which the polyol acts as a solvent and as the reducing agent, and also acts as a 
surfactant, is a suitable method for preparing nanophase and micron size particles with well- 
defined shapes and controlled particle sizes (1-10). 

The high intensity millimeter-wave beams (102—10s W/cm2) that can be generated by 
powerful gyrotron oscillators have unique capabilities for rapid, selective heating of many 
materials to high temperatures. Previous work by the authors has demonstrated the efficacy of 
such rapid heating for both production of nanophase materials and processing of such materials 
into useful components (11-13). The advantages of using a millimeter wave beam as the heat 
source includes rapid heating and cooling, volumetric heating, elimination of thermal inertia 
effects, and spatial control of heating. Using the millimeter wave as the heating source in the 
polyol process allows for very short processing times; high heating rates due to bulk heating of 
the solution, which results from direct coupling of the beam energy to the solution elements; the 
ability to selectively coat substrates where the beam has been focused; as well as working in a 
superheated liquid region. By working in this regime, it is possible to suppress the growth 
process and to promote nucleation. Millimeter wave driven polyol processing has been used to 
prepare nanocrystalline powders of Fe, FexCoino-x, FePt, Co, Ni, NiAg, Cu, CuxNiioo-x, Ru, Rh, 
Ag, Pt and Au. Nanostructured coatings of copper have been deposited on A1N. 
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EXPERIMENTAL 

A new continuous-wave (CW) gyrotron-bascd material processing system has been set up 
at the Naval Research Laboratory (NRL). The system is comprised of a Gycom, Ltd. industrial 
15-kW CW gyrotron and associated superconducting magnet, power supplies, cooling system, 
control system, and a work chamber. A schematic of the complete system is shown in Fig. 1. 
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Fig. 1. Schematic of S3 GHz Millimeter-Wave Beam Processing Facility 

The gyrotron operates near 83 GHz, and the output is produced in the form of a free-space 
quasi-Gaussian beam, which is directed into the work chamber. The gyrotron can be operated 
over a wide range of output powers (0.1-15 kW) by varying the cathode voltage from 22 to 28 
kV, the cathode current from 1 to 2 A, and by making small changes in the applied magnetic 
field to vary the interaction efficiency. The gyrotron can be operated in the CW mode or for 
pulses as short as 1 second. 

After exiting the gyrotron boron nitride output window, the microwave beam is injected 
into a cylindrical stainless steel work chamber (length = 100 cm, diameter = 60 cm) via a 60-cm 
conical transition. The beam waist diameter is about 3 cm at the window and it spreads to about 
6 cm by the end of the work chamber. In the work chamber, the beam is directed down onto the 
flask containing the polyol solution by a 6-in-diam. concave mirror (48 cm radius of curvature). 
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The beam was approximately 3 cm in diameter at the flask. The reaction flask was placed in the 
work chamber. The flask was set up with an air-cooled reflux condenser and the beam was 
centered on the glycol-metal solution (Figure 2.) 

The general procedure for the synthesis of different metallic powders and coatings 
involved preparing a mixture of the metal precursor in ethylene glycol or 1,2- propanediol and 

Copper Mirror 

Millimeter Wave Beam from Gyrotron Source 

2-3 cm Diameter Beam, 0-15 kW Power 

Refocused Millimeter Wave Beam 

Ethylene Glycol Solution in Glass Flask 
with Air-Cooled Reflux Condenser 

Fig. 2. Schematic of Millimeter Wave-Driven Polyol Process for Nanophase Material 
Production and Coating with Rapid Direct Heating with Millimeter Wave Beam Source 

bringing the mixture to reflux. In most cases, refluxing of the glycol solution was observed 
within a minute of turning on the millimeter-wave beam. Details of the experimental procedure 
will be published elsewhere (13). However, some of the typical values used in the experiments 
were a metal precursor concentration ranging from 0.01-0.3M, and reaction times ranging from 
1 minute to 60 minutes. The gyrotron was operated at relatively low voltages of 23.5-25 kV, 
and the electron beam current and applied magnetic field were held fixed at 1 A and 30.73 kG, 
respectively. Under these conditions the output power scaled with voltage as: 

P(V) = 100V2 -4370V + 47,500. 

The nominal gyrotron operating frequency was 82.6 GHz. During the processing, the 
gyrotron power was increased to the point that continuous refluxing could be maintained. After 
the reaction was completed, the metal-glycol mixture was cooled to room temperature. For film 
deposition experiments, an A1N substrate was placed in the metal-glycol solution .    The crystal 
structure of the powders and coatings were studied using X-ray diffraction (XRD). Line 
broadening of XRD peaks was used to estimate the average crystallite size. The morphology of 
the particles was investigated using scanning electron microscopy (SEM) and transmission 
electron microscopy (TEM). 
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RESULTS AND DISCUSSION 

Powders of a variety of transition metals have been synthesized by reducing metal 
precursors in a millimeter wave driven polyol solution. The precursors used in our study 
included: acetates, oxides, hydroxides, chlorides and carbonates. 

Cu powder 

Table I shows the relationship between the processing parameters of power and time for 
copper. With power at 100 W, and processing time of 9 minutes, the predominant phase of 
copper by XRD is Q12O, although there was a small amount of copper metal present (~20%). 
Increasing the average power lead to formation of copper metal.   However, after 60 minutes 
with the beam on, copper was present, but now agglomerated. The average agglomerate size was 
1-3 microns, with an average crystallite size of 500 nm. Further increasing the power output, 
while decreasing the time and concentration, also produced copper metal. In this case, (power = 
220 W, time =10 minutes) the average crystallite size dropped to 150-200 nm. Increasing the 
power further to 330 W produced copper with an average crystallite size of 80-90 nm. 
Experiments are currently underway to further decrease the particle size. When copper acetate is 
reduced using a conventional heating mantle, the trend appears to show that the millimeter wave 
driven reactions take shorter times. One hour of refluxing under conventional conditions leads to 
C112O (14) and when the solution is refluxed for only 15 minutes, just copper acetate is present 
(9). 

Table I. Millimeter-Wave Processing Parameters for Polyol Process Copper 

Copper Acetate Time (min) Power (W) Results 
concentration (M) 
.215 9 100 Cu20, Cu 
.215 60 120* Cu 
.1 7 

10 
220 
220 

Cu 
.1 Cu 
.1 15 330 Cu 
.1 20 688 Cu 
*average power 

CONCLUSIONS 

The millimeter wave driven polyol approach has been used to synthesize metallic 
nanocrystalline powders and coatings. The results of this study show that there are two 
promising trends in processing with millimeter waves. First, is that an increase in power 
decreases the time needed to reduce the metallic precursor, and also leads to a decrease in 
particle size. Secondly, that the millimeter wave process produce materials with smaller 
crystallite sizes than those prepared by the conventional thermal method, at the same processing 

B6.15.4 



times. Experiments are currently underway to optimize the processing parameters relative to 
particle size. 
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ABSTRACT 
Silicon nitride/silicon carbide nanocomposites and alumina-based nanocomposites were 

investigated in an effort to produce materials with high structural integrity and service properties. 
Bulk nano-nano composites of silicon nitride and silicon carbide were processed by 
crystallization of amorphous Si-C-N ceramics that were consolidated in-situ during pyrolysis of a 
polymer precursor. This material was developed for the purpose of examining the creep 
behavior of covalent ceramics when there is no oxide glassy phase at grain boundaries. 
SisN^SiC micro-nano composites were sintered by spark plasma sintering (SPS), aiming at 
better microstructural control and improved creep resistance. Composites of alumina with 
diamond, silicon carbide and metal (Nb) were developed by high pressure sintering and SPS. 
These composites maintain microstructures with a nanometric alumina matrix and are targeted 
for studying the toughening mechanisms and superplastic deformation mechanisms. 

INTRODUCTION 
Nanocrystalline materials, with their many unique properties related to small grain size and a 

very large number of grain interfaces, have raised expectations in both the scientific and the 
industrial communities [1]. The effort to employ nanocrystalline materials in some of the 
potential application fields, e.g., as structural materials, faces a major challenge that has been 
proven in the past decades to be a rather difficult one —how to produce bulk materials and yet 
retain a nanometric grain size. This problem is especially evident for nanocrystalline ceramics, 
and in particular, the hard-to-sinter ceramic systems such as silicon nitride and alumina. 

Although certain skepticism about the expectation of silicon nitride ceramics (mainly its 
potential application in gas turbine engines) has been accumulating over the years [2], this 
system remains a major candidate for high temperature structural applications. The glassy grain 
boundary phase (GBP) in sintered silicon nitride is, on one hand, the dominant microstructural 
factor that accounts for the property degradation at elevated temperatures [3]. On the other hand, 
it is also important and in most cases indispensable for high-density sintering and also 
superplastic deformation [4]. Controlling the amount and properties of the glassy grain boundary 
phase has been, and also will be, the most effective way to improve the high temperature 
properties of silicon nitride and its composites. 

Polymer precursor pyrolysis was originally developed for the fabrication of low-dimension 
ceramic materials such as coatings and fibers. Nowadays the consolidation of bulk Si-C-N 
amorphous ceramics is emerging as a new frontier for precursor-derived materials [5, 6]. Since 
densification happens in-situ during the polymer pyrolysis process, without relying on either 
solid-state diffusion in the ceramic network (which is negligible due to high covalent bonding in 
the silicon nitride/carbide systems) or solution-reprecipitation in liquid phase (which leads to 
oxide glassy GBPs), polymer precursor pyrolysis might open a window for consolidating silicon 
nitride ceramics without sintering aids. This approach, therefore, has the potential to produce 
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materials with high creep resistance and provides us with the first opportunity to study creep 
behavior and mechanisms without the interference of GBPs. 

Among the types of nanocrystalline ceramic-based composites, the system of nano AliOi- 
based composites is one of the most difficult to produce, since AI7O3 possesses one of the highest 
homologous temperatures for full-density sintering [7]. Superplasticity is difficult to realize in 
alumina, largely for the same reason. The successful suppression of AI2O3 grain growth depends 
on the utilization of nano-sized powders, application of lower sintering temperature and/or 
shorter sintering time than conventional processing. The mutual growth restriction from second 
phases can also suppress grain growth during sintering [8]. 

In this paper, a brief introduction will be given on the processing and microstructural 
features, along with some primary mechanical property results. 

POLYMER PRECURSOR DERIVED Si,N4/SiC NANO-NANO COMPOSITES 
The raw material we used to fabricate silicon nitride ceramic composites is a commercially 

available polyureasilazane precursor (Ceraset SN), supplied in liquid form. The polymer was 
first thermally cross-linked and crushed into powders. Two approaches were used for 
consolidation. Route 1: Warm-pressing/pyrolysis. Cross-linked polymer powders were 
compacted by uniaxial pressing at certain temperatures, followed by pyrolysis at a controlled 
heating-rate in a nitrogen atmosphere for ccramization. Route 2: Pre-pyrolysis/binding/ 
pyrolysis. Cross-linked polymer powders were subjected to a pre-pyrolysis treatment then mixed 
with an appropriate amount of liquid polymer and compacted to form green bodies, which were 
then pyrolyzed. Detailed description of the processing routes can be found elsewhere [9], 

Both of these approaches produce amorphous Si-C-N bulk materials without cracks. The 
densification behavior is well demonstrated by the porosity evolution during the pyrolysis of the 
materials of Route 1, as illustrated in Figure 1. Porosity increases with the pyrolysis temperature 
up to 450°C due to oligomer evaporation, then decreases with further pyrolysis. featured by 

Normalized porosity distribution 
evolution during pyrolysis 
PUS 280°C warm-pressed 

Normalized pore size (nm} 

Figure 1 - Pore size distribution during polymer pyrolysis. 
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complete elimination ot intrinsic pores (nano-sized pores, exist within the polymer particles due 
to phase-separation and volatile evaporation) and shrinkage of extrinsic pores (larger pores are 
the result of powder compaction) after 800°C. Pyrolysis is usually completed at about 1000°C, 
leaving behind consolidated amorphous material containing a certain amount of open porosity. 

The amorphous Si-C-N ceramics made by Route 2, as compared with those produced by 
Route 1, are better in that they have higher density, lower volume shrinkage, and larger viable 
material size. Therefore, Route 2 is considered to be a more attractive method for industrial 
production. Furthermore, these materials, as long as they stay amorphous, can be free of open 
porosity, which is an important feature for application in oxidizing or corrosive environments. 
The structure of the amorphous ceramic, as shown in Fig. 2, is composed of a particle phase 
(which is originally the pre-pyrolyzed powder) surrounded by a binder phase containing 
nanometric pores. The nano-pores, although they are generally closed pores in the pyrolyzed 
ceramics, were not eliminated during pyrolysis, owing to the restriction from the particle phase. 
Amorphous Si-C-N materials were crystallized into nanocrystalline ceramics, by heat-treating at 
temperatures between 1550-1700°C. Two types of crystallization behavior can be observed. 
One is heterogeneous crystallization that happens at the surfaces (outer surface of the material or 
inner surfaces such as pore walls), and is believed to be closely linked to gaseous phase reactions 
and starts at lower temperatures (1400-1450°C) than the crystallization of the overall material. 
Depending on the type of atmosphere (inert gas or nitrogen) and the nature of the surface (open 
or closed pores), a- S\iNt whiskers or ß-SiC particles or whiskers, can be found on the surfaces. 
Heterogeneous crystallization seen in Route 2 derived materials is manifested by crystallization 
of the binder before crystallization of the particle phase. Homogeneous crystallization of the 
interior of the amorphous material involves conversion of SiCxN4_x tetrahetra to SiNj and SiC4 
tetrahetra, and is believed to be preceded by the forming of carbonic basic unit cells (BSUs) and 
then the nucleation and growth of silicon carbide and silicon nitride grains. Ultimately, 
SisNVSiC nanocomposites with both Si3N4 and SiC grains within a nanometric size range 
(~30nm) can be obtained, as shown in Fig. 3. Closer look at this microstructure revealed that 
although it can be highly crystalline, certain regions of carbon-rich amorphous regions are 
retained (Fig. 4(a)). Nonetheless, as long as the grains reach close contact, GBP-free grain 
boundaries can be achieved (Fig. 4(b)), which suggests possible high creep resistance in these 
kind of materials. 
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Figure 4a - Illustration of S-N-C polymer that has been crystallized. Arrows show regions of non-oxide amorphous 
material. 4b - Illustration of a grain boundary completely free of amorphous material. 

MICRO-NANO Si3N4/SiC COMPOSITES FROM SPS OF POLYMER-DERIVED 
AMORPHOUS POWDERS 

In the SPS process, due to the combined effects of (1) spark plasma, (2) spark impact 
pressure, (3) Joule heating, and (4) an electrical diffusion field generated by an ON-OFF DC 
pulse, the powder particle surfaces are easily cleaned and activated, and material transfer at both 
the micro and macro levels is promoted, so a high quality sintered compact is obtained at a lower 
temperature and in a shorter time compared to conventional processes. 2-5wt% MgAl204 or 5- 
8wt% Y2O3 additives were mixed with the amorphous Si-C-N powder derived from 1450°C 
pyrolysis of polymer precursor by high energy ball-milling. Successful sintering by SPS was 
realized at low temperature (~1600°C) and very short sintering time (<10minutes), as compared 
with 1750-1850°C/2-4hrs for conventional methods. It was found that, by changing the amount 
or type of the sintering additives, the phase composition could readily be changed in large span. 
With lower additive content, the microstructure is composed almost entirely of microcrystalline 
silicon carbide. While with higher additive contents, micro-nano composite microstructures 
were achieved. Silicon nitride and silicon carbide grains 100-200nm in size were found to co- 
exist in the microstructures. SiC nano-particles (10-30nm) were found in most of the Si.M 
grains. Grain boundaries which arc only partially wetted by glassy phase were observed (leaving 
part of the grain boundary free of GBP. This kind of grain boundary hasn't been found in 
conventional silicon nitride. In conventional Si3N4 ceramics, the equilibrium GBP thickness has 
been established to be 0.5-2.0nm, while in the SPS derived samples, GBPs thinner than or at 
least at the lower limit of this range are abundant. Investigation on statistical basis is yet to be 
conducted to confirm this observation. In the triple junction pockets where most of the glassy 
phase is located, graphitic free carbon was observed. This is a result of the decomposition of the 
amorphous Si-C-N phase during sintering and crystallization. The partially wetted grain 
boundaries and thinner GBP layers predict higher creep resistance for the materials. 
Furthermore, the graphitic free carbon has the possibility to increase the viscosity of the glassy 
phase, which might also contribute to increased creep resistance. 
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NANOMETRTC ALUMINA AND ALUMINA-BASED NANOCOMPOSITES 
Nanocrystalline alumina and alumina matrix nanocomposites were produced using different 

sintering routes; HPS and SPS. A Boyd-England piston-cylinder apparatus, capable of sintering 
conditions in excess of 2 GPa and 1450°C, was used for the HPS. SPS was performed in Dr. 
Sinter® 1050 spark plasma sintering system (Sumitomo coal mining company, Ltd.) This 
equipment is capable of pulsing 5000 A at 63 MPa and 2000°C. 

Nanometric Y-AI2O3 powder was consolidated through HPS at 1 GPa in the temperature 
range 650-1050°C. The smallest grain size obtained for fully dense (>99% theoretical density) 
alumina was 93 nm sintered at 950°C for 10 minutes. It was observed that the y—»a phase 
transformation during HPS is lowered from 1200CC to about 750°C. This phase transformation 
helps produce equiaxed morphology during sintering (Y-AI2O3 usually assumes a vermicular 
structure) which promotes accelerated sintering. The effect of plasma on alumina sintering 
kinetics was studied using SPS processing. Densification to >98.6% theoretical density was 
achieved in less than 10 minutes at 1300°C. This is obviously more effective than conventional 
sintering of alumina, which usually requires 3 hours at 1500°C to obtain the same density. It was 
also observed that for a given set of sintering conditions a alumina starting powder leads to 
higher final density than y alumina powder. 

Nano-nano composites of alumina with diamond, silicon carbide, and niobium as the second 
phases were also sintered by high pressure sintering with Boyd-England piston-cylinder 
apparatus. Sample microstructures of HPS processed nanocomposites are shown in Figure 5. The 
toughness and hardness of nanocomposites show promising improvements, as indicated in Table 
1. The alumina nanocomposite with 10vol.% diamond deserves special attention 

Fig. 5    Microstructure of (a) alumina-diamond and (b) alumina-niobium 
nanocomposites synthesized by high pressure sintering. 

Table I - Mechanical properties of 'nano-nano' alumina composites 

Material                                         Grain Size          Hardness            Indentation Toughness (MPa 
(nm)                 (GPa)                                 „,!«> 

AI2O3-IOV0I. %SiC 101+32 19.6+0.22 2.96±0.91 
AI2O3-IO vol. % Diamond 106+.17 24.7+0.56 3.49+0.97 
AI2O3-IOV0I. %Nb 40-50 20-23 >8 

Microcrystalline A]203 3000 20.1 2,32+0.07 
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(microstnicture shown in Fig 5(a)). Along with good hardness (24.7GPa), it exhibits a toughness 
of 3.49 MPaVm which is 50% higher than that of coarse alumina. Fully dense nanocrystalline 
Al2O3/10vol.%Nb composite was achieved by HPS at 900°C and 2GPa for 10 minutes. The 
average grain-size of the sintered material was in the range of 40-50nm. The microstructurc, as 
shown in Fig. 5(b), has the nano-nano layer nanocompositc morphology with Nb forming an 
approximately continuous phase. Such a microstructurc is different from most of the reported 
metal phase -toughened "nanocomposites" (usually nanometric metal particles embedded in 
microcrytalline alumina matrix), and it has the potential of more effectively generating a plastic 
deformation zone at the crack tips. The AkCtyNb nanocomposite exhibits significantly improved 
toughness of >8 MPa-v/m , along with well-retained hardness values (20-23 GPa). 

CONCLUSION 
Bulk silicon nitride/silicon carbide nanocomposites were synthesized by polymer precursor 

pyrolysis. Composites with both silicon nitride and silicon carbide grains in the nanometer range 
was achieved by in-situ consolidation followed by crystallization, without sintering aids. Micro- 
nano composites were sintered with oxide additive by fast-sintering with SPS. Both these 
composites show grain boundary conditions different from that of conventionally produced 
ceramics. Alumina based nanocomposites were sintered by high pressure sintering and SPS, 
some of the composites show significant improvement in mechanical properties. 
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ABSTRACT 

Variable-charge molecular dynamics simulation of 32 TiCVnanoparticles with diameter 
60A is performed for 40 ps at 1 GPa and 1,400 K for both rutile and anatase phases, to 
investigate their phase-dependent sintering mechanisms.   In the rutile case, the nanoparticles 
rotate around their centers during the first 20 ps.   Varying degrees of neck formation between 
neighboring rutile-nanoparticles are found at ~ 40 ps.   In the anatase case, the nanoparticles 
maintain their original orientations.   Similar degrees of neck formation are observed at 
contacting regions of the anatase nanoparticles. 

INTRODUCTION 

Ti02 is well known for its wide range of applications including photocatalysts [1-3], 
capacitors [3], and pigments [3].   Those useful applications stem from its high electric 
permittivity [3], £ = 200 along (00l) direction and £=90 along (lOO) direction, indicating 
large degrees of dynamic charge-transfer between the atoms.   The TiCh assumes the rutile 
structure at the ground state; the anatase structure, at a metastable state [3]. 

TiCh nanoparticles are synthesized by several methods.   In the gas-condensation method 
[4], rutile nanoparticles with size ~ 14 ran are formed [5].  Anatase nanoparticles with 3 - 10 nm 
can be formed in the sol-gel method [6,7].   Those anatase-nanoparticles sinter at lower 
temperatures [8] (~ 900 K) than the sintering temperature (~ 1,300 K) of rutile nanoparticles. 
During the sintering of anatase nanoparticles, an anatase-to-rutile phase transformation has been 
found at grain boundaries [8].   Such low sintering temperatures are desirable for technical 
applications since grain growth is significantly suppressed during the sintering.   Theoretical 
understanding of the different sintering mechanisms between the rutile and anatase nanoparticles 
will offer valuable information for improved production of nanophase materials. 

We have recently developed a variable-charge inter-atomic potential [9] for molecular 
dynamics (MD) simulations of Ti02 systems.   In the potential, atomic charges vary dynamically 
depending on their environment to minimize the total potential energy [9,10].   The calculated 
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pressure- and orientation-dependent dielectric constants and surface energies of low-index planes 
for the rutile crystal as well as its cohesive energy, elastic moduli, and melting temperature, 
agree well with experimental values [9].   Experimental values of the dielectric constants, 
cohesive energy, and lattice constants for the anatase crystal are reproduced as well by the 
potential [9]. 

In this paper we perform variable-charge MD simulation of 32 TiOynanoparticles at 1 GPa 
and 1,400 K for both rutile and anatase phases to understand their phase-dependent sintering 
behaviors.   We thereby find substantial differences in rotational motions of the nanoparticles 
and in neck formation mechanisms between the rutile and anatase cases. 

VARIABLE-CHARGE MD SIMULATIONS 

Initial configurations for the present simulations are prepared as follows.   First a 
nanoparticlc with diameter ~ 60 Ä is cut out from the bulk crystal.   Variable-charge MD 
simulation of the nanoparticle is performed at 1,400 K with free boundary conditions for 
equilibration.   We then place 32 copies of the nanoparticle with random orientations at the 
face-centered-cubic positions in the cubic MD-box under the periodic boundary conditions; 
initial value of the nearest neighbor distances of the nanoparticles is 70 A.   Total number of 
atoms N = 334,274 for the rutile system; N = 331,296 for the anatase system. 

We perform NPT-MD simulations of the rutile and anatase systems at 1,400 K and 1 GPa 
using the variable-charge inter-atomic potential on a 8-node PC-cluster in Yamaguchi University 
consisted of Intel Pentium Ill/600MHz processors interconnected by FastEthcrnet.   The 
fast-multipole method [11] is used for fast computations of the Coulomb interaction potentials. 
Multiple time-steps [12] arc used in the simulations; the smallest time-step is 0.15 fs. 
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Figure 1. Time evolution of density and normalized enthalpy in the present simulations for rutile 
and anatase nanoparticles. 
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Figure 1 depicts time evolution of density n= NIV and normalized enthalpy in the rntile 
and anatase cases.   The enthalpy of the anatase system decreases linearly as a function of time 
as shown in Fig. 1 (right).   The n increases toward n = 0.062Ä'   after ~ 6 ps in the anatase case 
(Fig. 1 (left)).   During 5 - 25 ps, n = 0.060Ä"" in the rutile case, which is substantially smaller 
than n = 0.062Ä"3 in the anatase case.   The n increases after ~ 30 ps in the rutile case as seen in 
Fig. 1 (left). 

Time evolution of the normalized radial-distribution function between Ti atoms gTiTi(r) is 
depicted in Fig. 2 for the rutile and anatase systems.   No significant differences are seen 
between gTiTi(r) 's at 3 ps, 15 ps, 27 ps, and 39 ps in both rutile and anatase cases, which indicate 
that the crystalline structures at the interiors of the nanoparticles are maintained.   In the anatase 
case, height of the first peak of gTiTi0") at time > 15ps is smaller by about 10 % from the height 
at 3 ps.   For further analyses, we consider atomic configurations of boundary regions of the 
nanoparticles. 

We cut out a thin slab with thickness 6 Ä from the system, which is terminated by two 
planes parallel to the close-packed plane of the nanoparticle-centers.   Atomic configurations of 
the slab at 15 ps and 39 ps are plotted in Fig. 3 for the rutile system, and in Fig. 4 for the anatase 
system.   Rotation angles of the nanoparticles at 3 ps, 15 ps, 27 ps, and 39 ps defined as 
cos~ («[100] •K[']°Qt|)]) + cos" («[0|0] •»pj'0]) + cos~ («pol] •«i'öon) using the normalized lattice-vectors 
(n) and the vectors at the initial («""'), are plotted in Fig. 5 for both rutile and anatase cases. 
Numbers typed on the nanoparticles in Fig. 3 (right) correspond to the nanoparticle ID's. 

Rutile —i— 3ps 
—e—1 5ps 
-B-27ps 
—•— 39ps 

■ 1 

.5 3 3.5 
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Figure 2. Time evolution of normalized radial-distribution function between Ti atoms in the 
present simulations for rutile and anatase nanoparticles. 

Until around 22 ps, the rutile nanoparticles are rotating as depicted in Fig. 5 (left).   No 
substantial degrees of neck formation between the rutile nanoparticles are therefore found at 15 
ps as seen in Fig. 3 (left).   We may consider that the delayed densification in the rutile case, 
observed in Fig. 1 (left), has resulted from such rotational motions of the rutile nanoparticles. 
The anatase nanoparticles, on the other hand, maintain their original orientations (Fig. 5 (right)). 
Substantial degrees of neck formation are observed at 15 ps in Fig. 4 (left) at all the contacting 
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regions of the anatase nanoparticles.   No further rotations of the nitile nanoparticles exist after ~ 
25 ps.   During 27 - 39 ps, total volume of the rutile system decreases accompanied by varying 
degrees of neck formation at contacting regions of the nanoparticles (Fig. 3 (right)).   Such 
rotational motions and unisotropic neck-formation of the rutile nanoparticles, observed in Figs. 3 
and 5, may be related to large difference in the dielectric constants of the rutile crystal [3], i.e., 
^„(H>~200 ande^-90. 

Figure 3. Atomic configurations of a 6Ä-thickness slab at 15 ps and 39 ps in the present 
simulation for rutile nanoparticles. 

Figure 4. Atomic configurations of a 6Ä-thickness slab at 15 ps and 39 ps in the present 
simulation for anatase nanoparticles. 
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FigureS. Time evolution of the rotation angles of nanoparticles in the present simulations for 
rutile and anatase nanoparticles. 

We analyze crystalline orientations of mutually contacting nanoparticles to investigate their 
possible relation to the degrees of neck formation.   Let us consider 3 nanoparticles with ID=1, 
23, and 21 in alignment (sec Fig. 3 (right)).   Nanoparticles with ID=1 and 23 sinter well with 
each other, while no substantial neck formation is observed between nanoparticles with ID=21 
and 23 in Fig. 3 (right).   Crystalline orientations along the connecting line of their centers are 
(112), (l24),and (112) within errors of ±7 degrees for nanoparticles with ID=1, 23, and 21, 
respectively.   Despite same set of crystalline orientations in the two cases of contact, different 
degrees of sintering has resulted in Fig. 3 (right). 

CONCLUSIONS 

We have performed variable-charge molecular dynamics simulations of TiC>2-nanoparticles 
(diameter 60 Ä) for 40 ps at 1 GPa and 1,400 K for both rutile and anatase phases, to investigate 
their phase-dependent sintering behaviors.   We thereby found that the rutile nanoparticles rotate 
around their centers during the first 20 ps (Fig. 3 (left)).   Degrees of neck formation between the 
nanoparticles varied in the rutile case.   The anatase nanoparticles maintained their original 
orientations (Fig. 5 (right)), resulting in similar degrees of neck formation between the 
contacting nanoparticles (Fig. 3 (right)). 
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ABSTRACT 

Nanoparticles of Zr02 and HfÜ2 with sizes around 5 nm are - depending on the production 
route - found in the cubic or tetragonal or monocline phase. To shed some light into this 
difference, an analysis of crystal structure, distances, and symmetry around the cations was 
performed on alumina coated nanoparticles prepared by the microwave plasma process. Within 
the range of accuracy, electron-diffraction and -microscopy revealed a possibly cubic cation 
lattice for both materials. In the case of ZrC>2, the evaluation of the amplitude of the modified 
radial distribution function derived from extended x-ray absorption fine structure (EXAFS) data 
lead to a structure with a narrow distribution of oxygen ions in the first shell of neighbors. This is 
expected for the cubic structure. Comparing the imaginary part with model calculations, a 
distinct similarity with the cubic structure is obvious. In the second shell of neighbors, consisting 
of metal ions, one radial distribution peak is expected and found experimentally. Perturbed 
angular correlation measurements indicate a pronounced disorder of the positions of the first 
neighbors of the metal ions. Together with the EXAFS observation of a narrow radial 
distribution of the first neighbor oxygen ions, these measurements provide evidence for a random 
distribution of Zr-0 bond angles in the vicinity of their crystallographic positions. Above 500°C 
a partially reversible transformation to almost perfect tetragonal symmetry is observed. 
Therefore, one has to conclude that the cubic structure with disordered anion lattice is more 
stable than the tetragonal one at room temperature. Structural relationships like this are unknown 
in coarse-grained material. 

INTRODUCTION 

Undoped zirconia, Z1O2 and hafnia, H1O2, undergo a series of phase transformations. The 
first solid phase at high temperatures is the cubic fluorite structure with the highest density, 
lowering the temperature the tetragonal phase occurs, and finally, at room temperature, the stable 
structure is the monoclinic one exhibiting the lowest density [1]. In general, compressive stresses 
promote the stability of the phases with higher density. Therefore, decreasing grain size lowers 
the temperature of the phase transformations. This behavior is well proven for zirconia and 
expected for hafnia, too [1]. 

The materials used in this study, undoped nanocrystalline zirconia and hafnia with particle 
size around 5 nm with and without alumina, AI2O3, coating were synthesized using the 
microwave plasma process [2,3]. As in this process the particles leave the reaction zone with 
electric charges of equal sign, coagulation or agglomeration of the particles is thwarted. This 
leads to extreme narrow particle size distributions and makes it possible to coat each individual 
particle. Coating the zirconia respectively hafnia particles with alumina has two consequences: 



i) The particles are kept apart avoiding sintering and grain growth of the kernels at elevated 
temperatures, ii) Due to the differences in the thermal expansion the alumina coating causes a 
mechanical constrain on the kernel during the phase transformation. 

High-resolution electron microscopy and electron diffraction are sensing the lattice in toto, 
giving information on global symmetries. Perturbed angular correlation (PAC) measurements 
[4,5] provide information on strength and symmetry of the charge distribution related to the next 
neighbors around the Zr4I and Hf4 ions. The extended x-ray absorption fine structure (EXAFS) 
is created by the interference of the x-rays scattered at the different neighboring ions. As a result 
this leads to a function, similar to a pair distribution function, containing information on the 
distance of the absorbing atom to the neighbors in the different shells and the co-ordination 
number. Additionally, the width of the pair distribution function gives indications on the 
perfection of the arrangement of the ions in the lattice. EXAFS senses primarily the distance 
between the ions; it is rather insensitive with respect to the angular distribution of the ions in the 
neighboring shells. Therefore these three complementary techniques were applied to analyze the 
material. 

Electron microscopy of earlier experiments revealed that zirconia nanoparticlcs crystallize 
within the margins of accuracy in the cubic structure [2], An additional study using electron 
microscopy and perturbed angular correlation (PAC) spectroscopy indicated that the anion 
sublattice in this cubic structure is disturbed [6]. Similar results were found in hafnia [7]. In the 
present study the co-ordination of the oxygen and zirconium shells around a Zr * ion are 
determined by EXAFS and correlated with the results from electron microscopy and PAC. 

EXPERIMENTAL DETAILS 

Electron microscopy 

Morphology and structure of the materials in question were studied by electron microscopy 
and electron diffraction. Within the limited accuracy of the method electron microscopy revealed 
for coated and uncoated zirconia crystallized material with cubic structure. Hafnia particles, both 
uncoated and coated, were also well crystallized. Uncoated hafnia particles were found in the 
monoclinic structure, whereas the coated ones were in the cubic or tetragonal structure. A well- 
founded decision was impossible because of the even smaller differences between the a and c 
value of the lattice parameters. Additionally, a faint indication of the monoclinic phase was 
observed. The size of the zirconia or hafnia particles was around 5 nm. 

Extended x-ray absorption fine structure (EXAFS) 

The EXAFS experiments have been performed on the beam line BM29 at the European 
Synchrotron Radiation Facility in Grenoble, France. The synchrotron x-rays passed a Si(311) 
double crystal monochromator. To suppress higher harmonics, the second crystal was detuned. 
The measurements were performed in an energy range from 17.75 keV to 19.0 keV. The spectra 
were calibrated setting the maximum inflection point of the Zr-K edge of ZrOj to 17.998 keV. In 
addition to the nanocrystalline material, yttria doped zirconia with cubic structure was used as 
reference material. 

The experimental EXAFS data were analyzed using the analysis program WinXAS [8]. The 
application of the cumulant expansion including the third cumulant parameter takes care of the 
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deviation from a Gaussian pair distribution function. After Fourier transformation over a wave- 
number range from k = 0.25 to 0.14 nm and a Bessel window, each shell has been fitted 
individually in real space [9]. The Fourier transformed function FT(x(k)k3) represents a modified 
pair distribution as it is depicted in figure 1. 

A A 

A 4 **£ i\ 
a 

v :-: 
 Amplitude 

part 

— :'V  '• 
I' b 

V^ \ : ■/* ■»r^?^; 
a 

■ ' 
"*^-f \. 

u 1 - Amplitude 
• Imaginary part - ~~ 

if 
/? >W :\ 

b 

0.3      0.4     0.5 
R + A [nm] 

0.6     0.7     0.8 

Figure 1: Radial distribution function for AI2O3 
coated ZrO, (a) and Y203 doped coarse grained 
cubic Zr02 (b). 
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Figure 2: Calculated radial distribution functions 
for tetragonal (a) and cubic (b) Zr02. 

In this figure the abscissa values are not corrected for phase shift due to scattering on the 
atomic potential of the absorbing atom and the scattering neighbors. For both, the nanocomposite 
and the yttria stabilized Zr02, the first prominent peak can be fitted using a single O2" shell with 
a Zr4+ - O distance of 0.214 nm. The second prominent peak reflects a single Zr4+ shell with a 
Zr4+ - Zr4+ distance of 0.365 nm. In figure 1, there is actually a "first peak" at 0.07 nm. This is an 
artifact caused by scattering of the photons on the absorbing potential or the background removal 
procedure during data reduction. 

Table 1: Results from the evaluation of the first two EXAFS peaks. 

Nano- 
Zr02/Al2Oi 

Coarse 
Zr02(Y203) 

Cubic 
Zr02 theoretical 

Tetragonal Zr02 

theoretical 
Shell Zr-O Zr-Zr Zr-0 Zr-Zr Zr-0 Zr-Zr Zr-0 Zr-Zr 
Radial 
distance ± a [nm] 

0.214 
± 

0.0076 

0.365 
± 

0.0089 

0.219 
± 

0.0087 

0.360 
± 

0.010 

0.2238 0.365 0.207/ 
0.245 

0.364/ 
0.368 

Coordination number 4.1 6.4 5.4 10.5 8 12 4/4 4/8 

The results summarized in table 1 are to some extent puzzling. On the one hand the width 
a of the first O2" shell and the first Zr4+ shell is narrower for the nanoparticles as compared to the 
coarse grained cubic material, on the other hand, the coordination numbers are significantly too 
small for the nanomatcrial in the cubic structure. This is valid even under the assumption that 
coordination numbers determined by EXAFS are often up to 20% too small [10]. Also the fact 
that a significant amount of the ions in the nanoparticles is on the surface cannot explain these 
small coordination numbers. Therefore, a significant disorder has to be assumed. The reduced 
coordination numbers and the large shell width in the case of Zr02(Y203) may be explained by 
the lattice disorder introduced by the yttria doping. Two further peaks at 0.477 nm and 0.677 nm 
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are significantly stronger for the nanocomposite as compared to the yttria-stabilized compound. 
Theoretically determined functions, analogous to those presented in figure 1, calculated using 

the multiple scattering code FEFF [11] on the basis of model compounds for cubic and tetragonal 
zirconia, are presented in figure 2. It is obvious that in special the experimentally determined 
imaginary part of the nano-Zr02/Al2C>3 is very similar to the one calculated for the cubic phase. 
The shoulder on the second peak of the cubic zirconia in figure 2 stems from multiple scattering 
between Zr ' and O " ions. This phenomenon is possible only in the case of a perfect lattice, it 
was never found experimentally, neither for the coarse nor for the nano-material. From figure 2 it 
is obvious, that the third peak is strongest for the cubic phase and weakest for the monoclinic 
one. Looking at the imaginary part of the first peak of the amplitudes, one realizes that both 
experimental data sets are more similar to the ones calculated for the cubic structure as compared 
to the tetragonal structure. 

Perturbed angular correlation (PAC) spectroscopy 

PAC spectroscopy allows measurements of the electric quadrupolc interaction between the 
nuclear quadrupole moment of a probe nucleus and the electric-field gradient caused by the 
surrounding charge distribution. Because of the r"3 dependence of the electric-field gradient, the 
dominant contribution to the quadrupole interaction comes from the nearest neighbor charges. 
PAC measurements therefore provided information on the local probe environment. 

These measurements [6,7] were performed in the temperature range from 290 K to 1400 K. 
For these measurements, mHf, a ß-emitter with a half-life time of 45 d, produced by thermal 
neutron irradiation of 18<>Hf, was used as nuclear probe. In the case of zirconia, the material was 
doped with ca. 2% Hf [6]. Zirconium and hafnium are chemically very similar, and their ionic 
radii are nearly equal. Therefore, doping zirconia with Hf" ions does not lead to a significant 
distortion of the lattice. For phase identification, the PAC spectra of the nanocrystalline 
compounds were compared to those of the coarse-grained material. 

Perturbed angular correlation spectra, i.e. the modulation of the anisotropy -A22G22O) with 
time, reflect the symmetry and strength of the perturbing electrical quadrupole interaction. The 
electric quadrupole interaction of an axially symmetric lattice, as the tetragonal phase of Zr02, 
leads to a periodic modulation of -A22G22U). The monoclinic structure of Zr02 without axially 
symmetry results in a non-periodic modulation. In cubic symmetry, the quadrupole interaction 
vanishes leaving the angular correlation unperturbed. This leads to an un-modulated spectrum. 
Figure 3 displays PAC spectra of coarse-grained zirconia at different temperatures used as 
fingerprints for the identification of the different phases. The non-periodic and the periodic 
modulation of-^G«C) at 290 K and 1383 K, respectively, characterize the monoclinic and the 
tetragonal phase, respectively. The spectrum measured at 2160 K represents the cubic phase of 
Zr02. The weak decrease of the function -A22G22(t) with time is due to slight deviations from 
perfect cubic symmetry caused by lattice defects and impurities. 

Figures 4 and 5 show the PAC spectra obtained on uncoatcd and coated zirconia 
nanoparticles at some characteristic temperatures. Obviously, the spectra obtained after neutron 
activation, both for the uncoatcd and the coated material, at room temperature have no 
similarities with any of the spectra for the coarse-grained material. They display the typical 
features of a broad frequency distribution of the quadrupole interaction reflecting a high degree 
of disorder. The nearest neighbors of the nuclear probes on Zr4' sites are the O anions. 
Therefore, the distribution of quadrupole interaction implies a random distribution of the anion 
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Figure 3: PAC spectra of coarse- 
grained zirconia, a) monoclinic, 
b) tetragonal, c) cubic. 
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Figure   4:   PAC   spectra 
nanocrystalline zirconia. 
a)290K. b) 600K, 1300K. 
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Figure 5: PAC spectra of 
nanocrystalline alumina coated 
zirconia. a) 290 K, b) 1200 K, 
1300 K. 

positions. As this phase exhibits - according to electron diffraction and EXAFS data - a cubic 
lattice, this phase is called "disturbed cubic phase". Heating the specimen, both, the coated and 
the uncoated ones, above 500 K, initiates the transformation to the tetragonal structure. At higher 
temperatures the two types of specimen behave differently. Uncoated nanocrystalline Zr02 starts 
to transform from the tetragonal to the monoclinic phase at about 800 K, whereas the coated 
specimen remains tetragonal up to 1200 K. At still higher temperatures the transformation of the 
coated material to the monoclinic phase is observed. According to the phase equilibrium, both 
specimens transform back to the tetragonal structure at 1400 K. Cooling both types of specimen 
from elevated to room temperature, the fraction of the tetragonal phase decreases forming the 
disturbed cubic one. The monoclinic phase does not undergo any phase transformation during 
cooling. 

The room temperature PAC spectra obtained after neutron-activation of coated and uncoated 
nanocrystalline Hf02, are also characterized by a broad distribution of quadrupole frequencies. 
Although electron diffraction reveals different lattice structures, monoclinic for the bare and 
cubic (or tetragonal) for the coated material, the quadrupole interaction parameters of this 
component are very similar for both types of specimen. With increasing temperature the broadly 
distributed component, dominating at room temperature, transforms to the monoclinic phase 
which can be identified from its quadrupole interaction parameters. In non-coated Hf02 the 
monoclinic fraction grows more or less continuously with temperature, whereas in coated Hf02 

the transition of the disordered to the monoclinic phase is suppressed up to about 800 K. In the 
spectra of bare Hfö2 one finds no indication for the presence of the tetragonal phase. The data of 
coated Hf02, however, are compatible with a small content of the tetragonal component in the 
range of 10-15 vol%. The preliminary data analysis suggests that upon cooling to room 
temperature, the monoclinic component in coated and non-coated Hf02 transforms back to the 
disordered phase. 

CONCLUSIONS 

At a first glance, the results of the three methods to obtain structural information seem to be 
inconsistent in the view of classical crystallography and material sciences. To explain these 
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results, for zirconia the following model was developed: Based on the electron diffraction data 
and the narrow width of the first O2" and the Zr44 shell determined with EXAFS a nearly perfect 
cubic lattice of the cations is assumed. EXAFS measurements give a clear indication that the 
disturbed structure, observed in the as produced zirconia, has a cubic cation lattice. The distance 
between the two O3" ion shells in the tetragonal structure is - in the ideal case -0.038 nm, 
whereas the width 0 of the oxygen shell was determined to be ± 0.0076 nm. The distance of the 
two Zr ' shells is to small to be used for comparison. Additionally, the comparison of the 
calculated distribution functions with the experimental ones gives a strong indication in this 
direction. Different experimental findings of Li et al. [12] that a strong third peak indicates the 
tetragonal structure may be misleading because the coarse-grained material used by these authors 
was doped in contrast to the nanoparticlcs described in this paper. The PAC data indicate a 
random distribution of the O2" positions around the Zr4+ ions in the vicinity of their lattice 
positions. According to the EXAFS results, the O2 shells have a very narrow radial distribution. 
Together, PAC and EXAFS observations provide evidence for a random distribution of O'" ions 
in the vicinity of their lattice sites on the surface of a sphere. 

The fact that the radial distribution of O2" and the Zr4 shells arc broader in the case of cubic 
ZrO^^Oj) may be explained by the significant larger ionic radius of Y"1 as compared to Zr4' 
and the O " vacancies caused by the Y doping. The transformation of the tetragonal zirconia to 
the monoclinic phase is retarded in the case of the coated nanocrystalline material. This can be 
explained easily by the volume expansion during this transformation. The coating acts as a 
mechanical confinement. The same delay for the transformation from disturbed phase occurring 
directly after synthesis to the monoclinic one is observed in the case of hafhia. In the case of 
zirconia, it was observed that the transformation from the distorted cubic phase to the tetragonal 
one is partially reversible. Similarly, monoclinic hafnia shows a partial back-transformation to 
the distorted phase. 

REFERENCES 

1. Massalski, T. B., Binary Alloy Phase Diagrams, ASM-International (1990) 
2. Vollath, D., Sickafus, K. E., Nanostr. Mater., 1, 427 (1992) 
3. Vollath, D., Szabo, D. V., Nanostr. Mater., 4, 927 (1994) 
4. Frauenfelder, H., Steffen R. M., Alpha, Beta, and Gamma Spectroscopy. Amsterdam 1965 
5. Catchen, G. L. MRS Bull, 20 37 (1995) 
6. Forker, M., Schmidberger, J., Szabö, D. V., Vollath, D., Phys. Rev. B, 61, 1014 (2000) 
7. Vollath, D., Forker, M., Szabo, D. V., Scripta Mater., (2001) (in press). 
8. Ressler, T., J. of Synchrotron Radiation, 5, 118 (1998) 
9. Hagclstein, M, Moser, H. O. Vollath, D., Fcrrcro, C, Borowski, M. J. of Synchrotron 

Radiation,, accepted 
10. Sayers, D. E., Bunker, B. A. in  X-Ray Absorption, editors Konigsberger, D. C, Prins R„ 

John Wiley & Sons, New York (1988) ' 
11. Mustre de Leon, J., Rehr, J. J., Zabinsky, S. I., Albers, R. C, Phys. Rev. B, 44, 4146 (1991) 
12. Li, P., Chen, L.-W., Pcnncr-Hahn, J. E., Phys. Rev. B, 48, 10063 (1993) 



Clusters and Other 
Nanostructures 



Mat. Res. Soc. Symp. Proc. Vol. 634 © 2001 Materials Research Society 

Atomic Scale Modelling of Supported and Assembled Nanoparticles 

E.Zhurkin(1), M.Hou(2), H.Van Swygenhoven(3), B.Pauwels(4), M.Yandouzi(4), 
D.Schryvers(4), G.Van Tendeloo(4), P.Lievens(5), G.Verschoren(5), J.Kuriplach(<), S.Van 
Peteghem(7), D.Segers™ and C.Dauwe<7) 

St.Petersbourg State Technical University, Department of experimental Nuclear Physics, 
Polytechnicheskaya 29, 195251, St.Petersbourg, Russia 
Physics of Irradiated Solids C.P.234, Free University of Brussels, B-1050 Brussels, 
Belgium 
Paul Scherrer Institute, Ch-5232 Villligen PSI, Switzerland 
EMAT, University of Antwerp, RUCA, Groenenborgerlaan 171, B-2020 Antwerp, 
Belgium 
Laboratory for Solid State Physics and Magnetism, Catholic University of Leuven, 
Celestijnenlaan 200 D, B-3001 Leuven, Belgium 
Department of Low temperature Physics, Charles University, V. Holesovickach 2, 
CZ-18000 Prague 8, Czech Republic 
NUMAT, Subatomic and Radiation Physics Department, Ghent University, 
Proeftuinstraat 86, B-9000 Ghent, Belgium 

Abstract 

The properties of elemental and bimetallic free, supported and assembled nanoclusters are 
modeled at the atomic scale and the models are discussed on the basis of experimental 
observations. This way, the memory of some free cluster properties in nanostructured materials 
may be evaluated. 
The combination of molecular statics with High Resolution Transmission Electron Microscopy 
(HRTEM) allows to predict fine detail of the lattice relaxation of a truncated octahedral gold 
cluster deposited on MgO. Metropolis Monte Carlo (MC) predicts that a lattice mismatch may 
contribute to disordering in deposited Cu3Au nanoclusters. In both Cu-Au and Ni-Al free 
clusters, offset of equilibrium stoichiometry may result in segregation of Au or Al at the cluster 
surface. An ordered stoichiometric core is surrounded by a disordered mantle where the excess 
species resides. Different modeling methods predict different nanometer scale textures. 
Therefore, cluster assembled Ni3Al alloys formed by condensation and pressing are modeled in 
two different ways. Both make use of a combination of Molecular Dynamics and MC. Whatever 
the model nanostructure, the segregation properties of free clusters remain in the nanostructured 
material. This segregation is one possible cause that can inhibit the formation of a metastable 
martensitic phase as observed in bulk Ni-Al alloys. 
The occurrence of vacancy clusters and voids is hardly identified by HRTEM. On the other hand, 
their distribution and sizes are sensitive to the nanostructure modeling. Therefore, a new 
characterization method is developed, which combines positron lifetime spectroscopy with the 
calculation of positron lifetimes from selected areas of the model samples. 

1. Introduction 

Cluster assembled systems represent an original class of nanostructured materials which 
properties are studied on atomic level atomic level both experimentally and by numerical 
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modeling. One of the major motivations in studying cluster assembled materials is to establish 
the relation between the nano-, mcso- and macroscopic properties and those of the nanoclustcrs 
forming them, as primarily synthesized in free space. This broad question is narrowed and 
limited here to nanoscopic characterization. The systems considered have sizes ranging from 102 

to 10 atoms, that is, covering three orders of magnitude. 
Configurational and thcrmodynamic modeling of selected systems will allow to establish the 
relation between free and constraint clusters. The simplest constrain considered is the 
consequences of a lattice mismatch between elemental or bimetallic clusters and a substrate 
surface after Low Energy Cluster Beam Deposition (LECBD) |1). Since nanoclustered films 
formed by LECBD are discussed elsewhere |2], we here focus on the systems which can be 
fabricated by means of condensation and pressing [3] or by fast quenching [4J. These are 
predicted to display fairly different nanoscale morphologies which may result in different 
mechanical properties. Bimetallic nanostructured alloys are used as a case study to emphasize 
thermodynamic properties in relation to those of free clusters. 
Molecular dynamics (MD) and Metropolis Monte Carlo (MC) are natural methods for studying 
nanosize systems. A general review of these methods is given in [5]. In addition, in the present 
work, use is made of MD according to the scheme of Rahmann and Parinello [6] and MC 
sampling in the semi grand canonical ensemble according to the algorithm described in |7|. 
Second moment tight binding potentials are used, that are described in detail elsewhere |8]. 

II. Free, supported and assembled clusters 

The initial configuration of a gold cluster on MgO for the MD simulation is deduced from the 
HREM observation after LECBD deposition [1] and the corresponding geometrical model is 
shown in Fig.l. 
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Figure 1 Projection of a truncated octaedron delimited by {11 If and {100}facets supported by a 
MgO(lOO) substrate. It represents the initial configuration of a A»1S6/MgO(100) combination. 
The layer number is given in the first column and the number of atoms in each layer in the 
second column. 
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At the cluster-substrate interface, as a first approximation, the Au-MgO interfacial gold atom 
positions are initially adjusted to exactly match the MgO (100) surface lattice. The strain at the 
interface is modeled by means of simple harmonic forces on the interfacial cluster atoms, 
characterized by a force constant k. At the Au-MgO interface, k is taken as a parameter which 
magnitude is around kbuik (3.84T02 J/m2). Values between k=0 and k=2.0T02 J/m2 are 
considered. The case k=0 corresponds to a free cluster with the same morphology. A comparison 
with k>0 will help us to understand the influence of the substrate on the strain internal to the 
cluster. The mean d220,d200 equidistances parallel to the substrate surface are estimated layer by 
layer, as well as the spacing between these layers. Results are shown in Fig.2 for four force 
constant values. For the discussion, it is useful to section the cluster into two areas at layer 8 in 
fig.l and represented by an arrow in fig.2. This partition is at the intersection between the {111} 
facets of the cluster. In the area close to the substrate, the lattice spacing is expanded with respect 
to the free cluster while it contracts in the other. This is the direct consequence of the MgO 
surface which lattice parameter is larger than bulk gold, shown as a horizontal line in Fig.2. The 
atomic spacing in the eighth layer is independent of k. The convergence of the results in the 
facets intersection obtained with constraints of different strengths shows that its stiffness is rather 
pronounced. As a consequence, it acts as the fulcrum of a lever: the increase of the equidistance 
on the one side, subsequent to the constraint imposed by the substrate, is balanced by their 
decrease on the other side. A close analysis shows that the deformation happens at constant 
volume, the change of the equidistance parallel to the substrate surface being balanced by a 
decrease in the lattice spacing normal to this surface. 

The question now arises to know how a realistic strain may modify the cluster properties. This is 
discussed for the example of a Cu3Au cluster, which core is predicted to be ordered in free space. 
We consider a distortion, as it could happen when the Cu3Au cluster is deposited on a crystalline 
surface. Again, we select a morphology similar to that in fig. 1, as observed by HRTEM for a 
cluster containing 454 atoms. 

Figure 2. Interatomic, distance, layer by layer in the cluster, starting from the top layer in the 
cluster (see fig.l). The results are shown at 300K for four k-values. The dashed line represents 
the bulkAu value at 300K, as predicted by MD. The arrow shows the position of the fulcrum 
lever. 
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The mismatch is particularly large at the Cu.iAu (001) / MgO (001) interface, and we now 
explore its consequence on the cluster structure and order. The same technique as above is used 
to model the interfacial strain, but the modeling is done at non-zero temperature by means of 
semi-grand canonical Metropolis Monte Carlo. The effect of the interface distortion is found to 
decrease the stability of the LI 2 phase in the core. The segregation state in the surrounding 
mantle is not significantly affected. The cluster disorders continuously as k is increased, which 
demonstrates that external constrains may contribute to disordering in the cluster. Other factors 
determine disorder, which are discussed in [1]. 
The question addressed so far, namely, the sensitivity of free cluster properties to an external 
constraint is of course most relevant to nanostructured materials. It was already shown for Au 
clusters deposited on gold [2] that the deposition energy in LECBD is a critical factor in 
determining the nanostructure. It was also shown in [9] that different nanostructures may induce 
totally different macroscopic mechanical properties. Here, we focus on two different ones, as 
they could be obtained either by condensation and pressing, or by fast quenching. The Ni-Al 
system is considered therefore, where no order disorder transition is known in the bulk system, 
but surface segregation is expectable. 
Free Ni-Al clusters have the same stable phases as the bulk material, namely LI2 and B2 [7]. A 
distinction however appears between the core and the surrounding disordered mantle in case of 
deviations from overall ideal stoichiometries. No disordered mantle is found in elemental 
clusters. The bimetallic core then keeps stoichiometric while the mantle may be subjected to Al 
segregation. On the one hand, at a given overall chemical potential difference, aluminium 
segregation decreases with increasing cluster size while on the other, provided more than one 
thousand atoms form the cluster, the relative thickness of the mantle is not significantly size 
dependent. Finally, because of this partition between the ideal core and the surrounding mantle in 
which aluminium may accumulate, no mctastable martensitic phase is predicted in the core. The 
possible occurrence of a critical size for the austensitic/martensitic phase transition is plausible 
and its discussion is planned for further work. 
We now address the question to know whether these properties remain once clusters arc 
assembled. 
The nanostrucure of materials depends on their synthesis method and these methods can be 
modelled. We consider two of them. 
The first synthesis model is applied to the Ni3Al alloy. It consists in simulating the growth of 
perfect NijAl grains around 15 randomly located and oriented seeds in a limited box with 
periodic boundary conditions. The grains are grown until the whole space in the box is filled. 
The sample thus contains 15 grains of different sizes, orientations and morphologies. In the 
present case, they contain from 3500 to 10000 atoms. This initial sample is compressed by an 
external pressure of 2GPa by means of the Rahman Parinello MD technique. Interface 
segregation is than modelled by MC for two different values of the chemical potential difference, 
corresponding to the Ll2 stable phase and the largest possible offset from stoichiometry allowing 
the phase to remain stable. In all that follows we shall refer to this sample as "SF (Space Filling) 
sample". The second sample is simulated by assembling free Ni-Al clusters with the same size 
distribution as for the previous one. First, we simulate the 15 clusters, each in two 
thermodynamic equilibrium states determined by the same values of the chemical potential 
difference as for the SF sample. The procedure is repeated for clusters with a B2 core 
arrangement. They are then pressed by MD in the same conditions as above. In this pressure 
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range (2 GPa), because of the occurrence of large holes between assembled clusters, the density 
is a sharply increasing function of pressure. 
In what follows, we shall refer to these samples as "CA (Cluster Assembled) samples". The SF 
and CA model samples are shown in fig. 3. The nanostructures obtained are clearly different. 
After relaxation of the CA and SF samples at OK and zero pressure, the equilibrium atomic 
density relative to a bulk single crystal is 91% and 85.7 % for the CA and SF samples 
respectively. 
No excess Al is found in the core while segregation in the interfaces may be substantial. For a 
given chemical potential difference value, the segregation state is found similar for isolated 
clusters, CA and SF samples. The maximal excess Al ranges about 30-40 percent at room 
temperature and zero external pressure. This indicates that the segregation state of the 
nanostructured Ni-Al alloys is not very sensitive to the synthesis method and is primarily 
determined by the thermodynamic conditions. 

Since, in contrast with segregation, the mechanical properties of nanostructured metals are 
predicted to be most nanostructure dependent [9], it is worthwhile to check the above model 
predictions experimentally, in order to insure an accurate knowledge of the nanostructures. A 
specific non destructive technique is designed therefore, based on positron annihilation 
spectroscopy. Positron lifetimes are calculated for trapping in vacancy clusters of various sizes 
and also from selected areas of the modelled samples (shown in fig. 3.). This allows for a 
comparison between models and real undamaged samples. The method and first results are 
described in this proceedings [10]. 

Figure 3: Slabs in NiAl CA (a) and Ni3Al SF (b) model samples after MD relaxation and MC sampling at 300K in 
order to account for Al segregation. Open circles represent Ni atoms and black circles represent Al atoms (in (b) '*' 
and 'x' represent Ni and AI atoms, respectively, with the coordination number not equal to 12). The Al segregation 
at grain boundaries and at internal void surfaces is visible. The numbers on axes are in units of A. 
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III. Conclusion 

Nanoclustcrs and nanostructurcd materials arc studied at the atomic scale among various 
situations. The analysis converges toward general rules applying to all cases studied. 
Free bimetallic clusters may be subjected to pronounced surface segregation, which may prevent 
the formation of metastable phases observed in bulk materials. Lattice mismatch with a substrate 
induces overall cluster distortions, which may strongly affect the structural properties of 
deposited clusters. 
When clusters are assembled to form nanostructured materials, their structural and mechanical 
characteristics are strongly affected by the assembling conditions. Segregation, however, 
depends on the cluster size but is not quite sensitive to assembling induced constrains. 
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ABSTRACT 

Different structural configurations of nanoparticles have been investigated by advanced 
transmission electron microscopy (TEM) techniques. The cluster-surface interaction of Au 
clusters, produced in a laser vaporization source and deposited with low energy on MgO cubes, 
is investigated by high-resolution transmission electron microscopy (HRTEM). A dilation of the 
Au lattice that perfectly accommodates the misfit with the MgO lattice is measured and modeled 
with Molecular Dynamics (MD). To study the chemical ordering in bimetallic clusters, Au-Cu 
alloy clusters with different stoichiometries are produced and deposited in the same way as the 
Au clusters. Electron diffraction (ED) ring patterns obtained from these alloy clusters lying on 
amorphous carbon, are indexed as face-centered cubic, which is confirmed by HRTEM. This 
indicates that clusters of Au-Cu alloys are solid solutions, i.e. no ordering takes place in these 
clusters. Assembled nanoclusters of NijAl, produced by the inert gas condensation (IGC) 
technique and pressed under high pressure (2 GPa), are investigated by HRTEM. These studies 
indicate that nanocrystalline NisAl consists of small crystallites of random crystallographic 
orientations separated by grain boundaries, with the presence of several nanoscaled voids. From 
the selected area electron diffraction (SAED) ring pattern, an incomplete LI 2 ordering is 
concluded. 

INTRODUCTION 

In the past, materials research mainly focused on single crystal or microstructured bulk 
materials and thin films in order to understand and model their behavior under different external 
conditions. Recently a lot of attention, both from theoretical and from applied points of view, is 
devoted to nanoparticles and nanocrystalline materials (NCMs), i.e. polycrystalline materials 
with grain sizes in the nanometer range. 

Nanosized clusters, deposited on a surface, can be regarded as building blocks for 
nanostructures and nanostructured materials. To obtain insight in the physical properties of such 
nanosystems, it is necessary to understand the physical and chemical properties of individual 
clusters as well as of the assembled configurations. 

In bimetallic clusters, processes like segregation, chemical ordering and crystal structure 
are of importance in many applications. With HRTEM and ED, not only the morphology and the 
crystal structure of clusters can be determined, but also the epitaxial relation and possible lattice 
dilations due to a lattice mismatch between clusters and substrate can be derived. The 
nanostructural features of importance in assembled materials include the lattice structure, the 
grain size distribution and morphology, the nature of grain boundaries and interfaces and the 
existence of voids. 
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The most reliable results are obtained by a combination of experimental and theoretical 
techniques. This contribution describes the experimental results obtained with TEM. These 
results are compared with data obtained by MD and Monte Carlo (MC) simulations [1]. 

METHODS 

Pure Au clusters and alloyed Au-Cu clusters are fabricated in a laser vaporization source 
using targets of the respective composition [2]. The free clusters are deposited at room 
temperature by low energy cluster beam deposition (LECBD) [3] on amorphous carbon and 
MgO cubes, simultaneously. The low cluster kinetic energy (Ek,„ < 1 eV/atom) prevents 
fragmentation of the clusters and minimizes the interaction with the substrate upon impact. 

The nanocrystalline NijAl samples were produced by the inert-gas condensation (IGC) 
technique [4]. Polycrystalline NijAl (75 at. % Ni) is thermally evaporated from a tungsten boat 
in a 10"6 Pa pressure vacuum system filled with 100 Pa of 99.999% pure He gas. After re- 
evacuation to the initial pressure of 10"6 Pa, pressing at a pressure of 2 GPa at room temperature 
consolidates the powder. The samples are disk-shaped with a diameter of 8 mm and a thickness 
of 200-300 |im. These nanocrystalline materials arc sliced and punched into 3 mm TEM discs. 
Thin foils transparent for the electron beam are prepared by ion-milling using Ar" ions. 

Diffraction experiments are performed with a Philips CM20 microscope (200 keV). 
HRTEM images are obtained with a JEOL 4000 EX and are carried out at low electron beam 
irradiation density (17 pA/cm2) to avoid structural changes and reorientations of the small 
clusters. The local composition of the NijAl grains is measured by energy dispersive X-ray 
analysis (EDX) using a Si(Li) detector in a Link QX-2000 system. Precise measurements of the 
lattices of Au and MgO arc obtained using the DaLi program (Digital Analysis of Lattice 
Images) [5]. Simulations of HRTEM images are obtained using the EMS program [6]. 

RESULTS 

Au clusters 
The morphology of pure Au clusters deposited on (001) MgO is determined by 

projections of the clusters parallel to the Au/MgO interface (cross section) in two different 
orientations: <011> and <001>. In the <011> zone axis, also observations perpendicular to the 
interface (i.e. top view) helped to determine the morphology. Figure la shows a 2.5 nm cluster in 
cross section in the [011] orientation. The profile of the particle is limited by 4 <112> directions 
and 2 <011> directions. This indicates that the cluster has an octahedral shape and is 
asymmetrically truncated at the top and the interface. HRTEM images taken in the <001> 
orientation also show truncations at the corners of the Au octahedrons. Smaller clusters (around 
1 nm) are half octahedron shaped. The epitaxial relation between Au clusters and MgO could be 
derived from the HRTEM-images as (001)MEO // (001)A„ and [100]MeO H [100]Al- 

Figure lb shows the (220) lattice distances of a Au cluster and the MgO substrate as 
observed in the [011] orientation. From this graph, it is clearly seen that the interface between Au 
and MgO is located between the layers 11 and 12. The (220) distances in the Au layers close to 
the interface decrease from 1.472 ± 0.013 A (in layer 11) to 1.451 ± 0.010 Ä (in layer 9). For the 
layers above (n<9) it reaches the bulk value of Au, i.e. 1.442 A. The dilations of the (220) lattice 
in layers 1 and 2, layers close to the top of the particle, are delocalization effects of the 
microscope image and arc also observed in other studies of metal clusters [7]. The same behavior 
as shown in figure lb is also seen for'elusters in the <001> orientation. Here the d:oo distance 
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Figure 1. (a) HRTEM image of a Au cluster deposited on MgO. (b) Graph of the 220 distances through the cluster 
shown in (a). The accommodation in the cluster is clearly seen. Layer I and the interface are both indicated on the 
photo and on the graph. 

accommodates to the MgO substrate [8]. These lattice dilations are modeled by MD and a good 
agreement between experiment and model is found [1,8]. 
Au-Cu clusters 

The diffraction patterns of the different Au-Cu alloy clusters deposited on amorphous 
carbon can all be indexed as face-centered cubic; only the lattice parameter differs for the three 
materials: 3.87 A (Au3Cu), 3.82 A (CuAu) and 3.76 A (Cu3Au), respectively (see figure 2). For 
these three materials, no evidence for a chemical ordering of Au and Cu atoms is found in the 
diffraction data. 

The lattice parameter of Au-Cu alloy clusters apparently diminishes with increasing Cu- 
content in the same way as the bulk lattice parameter does. Since also the magnitude of the 
lattice parameters fits, it is therefore assumed that the chemical composition of the clusters 
corresponds to the chemical composition of the target material in the source. We can thus state 
that with laser vaporization of an alloy target material, clusters of the same overall chemical 
composition are formed. The fact that the overall concentration of both elements in the clusters, 
deposited by LECBD, corresponds to the concentration of the elements of the target material was 
already observed for other bimetallic clusters (see e.g. [9]). 

Neither by HRTEM nor in the corresponding fast Fourier transforms (FFTs), any 
evidence is found for a chemical ordering between Au and Cu. Simulations of HRTEM images 
indicate that the superstructure should be visible when ordering is taken into account in the 

Figure 2. Diffraction ring patterns ofAu3Cu (a), CuAu (b) and Cu,,Au (c) clusters. The rotational average of the 
diffraction pattern is shown. 
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model. None of the HRTEM images taken from clusters -deposited on amorphous carbon or on 
MgO- of AujCu, CuAu or Cu3Au show any superstructure in the <200> or <022> directions, 
which should occur in case of chemical ordering. In the FFTs, the chemical ordering would give 
rise to extra reflections as e.g. 100 and 011, which are extinct in an fee diffraction pattern. All the 
FFTs give evidence of a regular <011> face-centered cubic crystal (see figure 3). For clusters 
deposited on (001) MgO, the same morphologies and epitaxial relation as for the pure Au 
clusters were found. 
Ni-AI assembled material 

The Bright Field (BF) image of figure 4a shows the polycrystalline arrangement in the 
Ni3Al nanocrystalline sample. The bright areas are voids with sizes less than 5 nm in diameter 
(black arrows in figure 4a). A majority of grains have a size ranging between 8 and 14 nm. In the 
corresponding SAED ring pattern (figure 4b) the diffracted intensity along the rings is very 
homogeneous indicating a random orientation of the grains, i.e., no texturing is observed. 
According to the phase diagram, room temperature bulk Ni-rich Ni-AI materials with a Ni 
content of 72-76 at.% are expected to consist exclusively of the NijAl L\2 phase [10]. As seen 
from the schematic representation of the Ll2 powder electron diffraction simulation in figure 4c 
the present ring pattern can be indexed as 'fee based' (h,k,l all even or odd). Note that the 
intensity of the visible superstructure rings existing in these SAED patterns [e. g., (210) and 
(211)] is very weak, indicating that the Ll2 structure is not totally chemically ordered. From the 
SAED pattern a lattice parameter of the Ni3Al nanostructurc was measured as (3.60 ± 0.05) A 
which is compatible with the bulk value. EDX measurements at different locations of the sample 
reveal an average composition of 74 ± 2 at.% Ni. 

The above results are confirmed by HRTEM. A lower magnification HRTEM image 
(figure 5a) shows the nanostructure containing a number of nanometer-sized crystallites (C) and 
grain boundaries (I). Note also the presence of some small amorphous areas (A). High-resolution 
images of some nanocrystalline grains along different zone axes confirm the Llrstructurc and 
the local lattice parameters measured are in agreement with the SAED pattern measurements. In 
many cases sharp interfaces, which can be coherent, incoherent or semicoherent, as well as triple 
points were detected. 

In figure 5b, a HRTEM image of a grain boundary between two 1.12 grains (Cl & C2) is 
shown, together with the respective image simulations. Both grains are viewed close to their 
respective [110] zones, although grain C2 is slightly tilted yielding lattice fringes, rather than a 
dot pattern as in Cl. The present grain boundary can be considered as a high angle grain 
boundary, close to the (111) Ll2 plane. Due to the small misorientation a single interface 

Figure 3. HREM image of a AuCu cubo-oetahedron in <011> zone axis orientation (a) and the FFT (b). 
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Figure 4. (a) BF image o/Ni3Al (NCMs) (b) corresponding SAEDpattern revealing a LI2 microstructure and (c) 
schematic representation indicating that the L12 structure is not totally chemically ordered. 

dislocation is observed (see figure 5b). Inside the grains generally only few dislocations are 
observed. Another apparent feature in the observations is the presence of amorphous regions in 
between the nanocrystalline grains. The existence of nanoscale voids can be related to the 
compaction technique, but the origin of the filling is unclear. The compaction could lead to 
amorphization of contacting particle surfaces, or the free surfaces could be amorphizised by the 
ion-milling treatment [11]. These findings are compared with positron lifetime annihilation 
measurements on the same materials [12, 13]. 

CONCLUSIONS 

It is concluded that all Au clusters deposited on MgO are single crystals exhibiting the fee 
structure. From cross section and plan view images, it is determined that clusters with a size of 
2 nm have a truncated octahedral shape. For smaller particles (1 nm) a truncated half-octahedral 
shape is observed. These morphologies are only limited by {111} and {001} faces, which are 
energetically the most stable ones. From the HRTEM images of clusters in <001> and <011> 
orientations the epitaxial relation is determined as (001)Meo // (001)Au and [100]Mgo // [100]Au. 

Figure 5. (a) HRTEM image of a Nanocrystalline Ni^Al sample containing a number of nanometer-sized crystallites 
(C), amorphous areas (A) and grain boundaries (I), (b) HRTEM image of a high angle grain boundary. 
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From precise measurement of the (220) lattice distances in the deposited clusters, it is concluded 
that near the interface between Au and MgO, the Au lattice dilates in the first two or three 
contact layers to adapt to the lattice of MgO. 

These conclusions about morphology and epitaxial relation also hold for Au-Cu clusters 
of different stoichiometry. Both from diffraction data as well as from HRTEM images and their 
corresponding FFTs it is concluded that for Au-Cu clusters deposited at room temperature on 
amorphous carbon as well as on crystalline MgO, the crystal structure is disordered fee which 
contrasts with phase diagram predictions for the corresponding bulk material. 

The assembled Ni^Al nanocrystalline material reveals incomplete LI 2 ordering inside the 
clusters, nanosized voids in between different clusters and a variety of grain boundary structures. 
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ABSTRACT 

Molecular dynamics simulation for the morphology and the defect structure in 
nanoparticles has been performed. The nanoparticles are consisted of 1300 - 5000 

atoms and the EAM potential developed by the present authors is adopted to calculate 
the interactions between atoms. The atom consisting the surfaces or defects are selected 

thorough the potential energy of individual atoms and structure is investigated by 
calculating the local crystalline order. A relation between the cooling rate and the 
particle morphology is also investigated. 

INTRODUCTION 

The nanoparticles or fine particles are known to have peculiar properties due to 
confined volume and large surface effects. The quantum mechanical energy level 
intervals in electronic and phonon states are larger than bulk materials due to strongly 
confined spaces, then the thermal, the mechanical, the electric, and the magnetic 
properties are different from the bulk materials. These characteristic properties of 
nanoparticles have large potentiality for the industrial materials. On the other hand, the 
confined system is suitable to the molecular dynamics simulation studies, because the 
number of atoms are manageable by a computer and the results can be compared with 
experiment. Structure and atomistic processes during the nanoparticle formation is 
simulated in this paper. 

METHOD OF SIMULATION 

The embedded atom method (EAM) potential can express the many body interaction 
of atoms in metals and the potential is suitable for the simulation of the surface and the 
defects [1,2]. The EAM potential functions developed by the present authors are used 
in the present study [3]. The potential function was characterized on the point of 
anharmonicity and defect energy [4]. The potential has been adopted in the molecular 
dynamics    simulations [5]. 



T=10 K(0 step) T=990 K (20000 step) T=0 K (38000 step) 

Figure   1.     Formation  of nanoparticles.   Shape  of outer  surface  and  the  radial 

distribution function at 0, 20000 and 39000 MD step are shown. 

. The potential energy of /-th atom is expressed as 

E:=F(p) + Jj0(r.), (1) 

where,  F(p) is the embedding energy,  p  the electron density, and  r:j  the distance 

between    »'-th and /-th atoms and the function  F(p)  is expressed as 

F(p) = Dp\ogp,  p = £/(,-.) 

Functions f(r(j) and 0(r.)arc 

f{r,i)= 4r< -rf expi-crii), 

4r
v)=B(rc-rfexp(-c2rlj)- 

(2) 

(3) 

(4) 

The potential  functions contains  five parameters  ( A,B,Ct,C2,D)   and these  are 

determined by fitting the potential functions to the experimental values of the cohesive 
energy, the elastic constants and the vacancy formation energy in copper crystal 

As an initial condition 1000 - 5000 atoms are arranged in fee structure. Then the 
particle velocity of individual atom is gradually increased until the corresponding 
temperature becomes 1800 K, where the model crystals are in liquid state. After that the 
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Figure 2.    (a) Temperature change in particle formation for two cooling modes (PI and 
P2) . (b) RDF of the particles formed by different cooling mode. 

Figure 3. Surface morphology of nanoparticles formed by different cooling rate. 

system temperature is gradually decreased by removing the atomic velocity and the 
systems are solidified.       The time interval of molecular dynamics simulation is 

chosen as At = 2.0x10"    sec. An example of the process to form a nanoparticle 

consisted of 1372 atoms is shown in figure 1. Where the atoms consisting the particle 
surface are selected by the potential energy. As the coordination number of atoms at the 
surface is small, the potential energy is large. The radial distribution functions (RDF) 
of atoms in the particle are also shown in the figure. RDF for (a) 0 and (b) 20000 MD 
step shows characteristic nature of crystal and liquid state. At the final state (figure 1 
(c)) the particle shows crystal-like characters. 

RESULTS AND DISCUSSION 

The structure and the morphology are found strongly to depend on the cooling 
process. The nanoparticles of 5324 atoms are produced by two cooling mode. They are 
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fee hep 

Figure 4.    Elementary configuration for local crystalline order. 

Figure 5. Cross sectional view of particle PI and P2. Solid circles show the atoms of 
fee structure and open circles show the atoms of other local crystalline 

structures. 

labeled PI and P2, which correspond to fast and slow cooling, respectively. The 
temperature change of these processes are shown in figure 2 (a). The cooling rate of PI 
is about four times of P2 particle. The radial distribution functions of these particles at 

final state are shown in figure 2 (b). The RDF of P2 shows sharp peaks and these are 
characteristic to the crystal, whereas the peaks in PI particle is rather broad and seems 
to be amorphous state. The sprit second peak is commonly observed in amorphous 
materials. The surface morphologies of these particles are also shown in figure 3. It is 
seen that most of faces are [111] crystal surfaces and particle P2 is surrounded by flat 
surfaces and forming a polyhedron. The surface energy by the present potential is 
calculated. Results are -3.0689 eV/atom for [111], -3.0057 eV/atom for [100], 
-2.8117 eV/atom for [110] surfaces. Namely [111] surface has lowest energy in these 3 
surfaces. A part of surfaces on particle P2 in figure 3 shows [100] configuration, 
which, has secondly lowest energy. The nanoparticles of the shape of polyhedron of 

[111] and [100] surfaces are experimentally observed in gold. 



Table I.    Number of atoms of fee, hep and other structure in particle PI and P2. 

Particle fee hep others total 
PI 
P2 

829 
4045 

1094 
340 

3401 
939 

5324 
5324 

The mean potential energy in the initial crystal is -3.3791 eV/atom, which is higer 
than the cohesive energy -3.5433 eV/atom due to the [100] surface energy. After the 
heat treatment, quickly cooled particle PI has the mean potential energy -3.3434 
eV/atom, and slowly cooled particle P2 has a energy -3.3901 eV/atom. The particle 
P2 has a lower energy than initial state, because the most of the [100] surfaces are 
changed to [111] after the heat treatment. The energy of PI is rather larger than the 
initial state. This may be due to quenching of liquid state and the particle contains large 
number of imperfections. 

To investigate the crystal structure of internal particles, the local crystalline order is 
calculated. The elementary configuration for fee and hep structure is shown in figure 4. 
For an atom in the particle, relative positions of five nearest neighbor atoms are 
investigated, and local crystalline order is determined, which distinguish the fee and the 
hep structures from others. The intersectional view of the two particle is shown in figure 
5, where atoms belong to fee structure is shown by solid circle and the atoms of other 
structure is shown by open circles. It can be seen that P2 particle is consisted of several 
fee crystal grains. The disordered atomic configuration is observed in grain boundaries. 
No periodic structure is seen in the particle PI. The calculated number of atoms, which 
belong to fee, hep or other structure are summarized in the table I. Most of atoms are 
classified to the fee structure in P2 particles, whereas most of atoms are not in fee or hep 
structures in PI particles. Judging from surface morphology, RDF and the local 
crystalline order, particle P2 may be intermediate between amorphous or partially 
crystallized state . 

CONCLUSION 

A molecular dynamics simulation for the structure and the surface morphology of 
copper nanoparticles has been performed. An EAM potential shown by equations 
(l)-(4) is successfully applied in the simulation. The morphology of the particles are 
strongly influenced by the cooling rate. Slowly cooled particles are well crystallized, 
and rapidly cooled particles are intermediate between amorphous and crystal state. A 
simulation for the dynamics of atoms in the particles is a future subject. 
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ABSTRACT 

The application of severe plastic deformation to metals provides a convenient procedure for 
achieving nanometer and submicrometer microstructures. Several different processing methods 
are available but Equal-Channel Angular Pressing (ECAP) is especially attractive because it 
provides an opportunity for preparing relatively large bulk samples. This paper describes the use 
of ECAP in preparing materials with ultrafme grain sizes and the subsequent properties of these 
materials at elevated temperatures. It is demonstrated that, provided precipitates are present to 
retain these small grain sizes at the high temperatures where diffusion is reasonably rapid, it is 
possible to achieve remarkably high superplastic elongations in the as-pressed materials and 
there is a potential for making use of this processing procedure to develop a superplastic forming 
capability at very rapid strain rates. 

INTRODUCTION 

Superplasticity refers to the ability of some crystalline materials to exhibit very high strains 
when pulled in tension [1]. In general, two significant conditions must be fulfilled in order to 
achieve superplastic elongations. First, since flow occurs through a diffusion-controlled 
mechanism, it is necessary that the testing temperature is sufficiently high that diffusion occurs 
reasonably rapidly. This generally means that the temperature must be of the order of at least 
~0.5 Tm, where Tm is the melting temperature of the material in degrees Kelvin. Second, the 
dominant flow mechanism in superplasticity is grain boundary sliding [2] and this requires that 
the grain size is very small and, typically, not larger than ~10 (im. When both of these 
conditions are met, there is a potential for making use of these materials in developing a 
superplastic forming capability. 

The superplastic forming of aluminum sheet metals is now well established for the 
fabrication of complex parts for a wide range of applications including in the aerospace, 
automotive, electronic and architectural industries [3,4]. Nevertheless, any further development 
and expansion of the superplastic forming technology has been limited by the relatively slow 
strain rates associated with the forming process. For example, the production forming rates of 
conventional aluminum sheet metals are typically within the range of ~10"3 - 10"2 s"1 so that the 
forming times are generally of the order of -20 - 30 minutes for the fabrication of each 
individual component. Since grain boundary sliding is the dominant flow mechanism in 
superplasticity, and theory suggests the rate of sliding varies inversely with the grain size of the 
material raised to a power of ~2 [5,6], it follows that it may be possible to displace the 



superplastic regime to faster strain rates by making a substantial reduction in the grain size [7], 
There are some experimental results demonstrating this trend [8] but in practice it is not 
generally possible to reduce the grain size of an alloy below ~1 um using conventional 
thermomechanical processing. As a result of this limitation, an interest has arisen in developing 
alternative procedures for reducing the grain size of crystalline metals to the submicrometer or 
even the nanometer range. 

Substantial reductions in grain size may be achieved by making use of processing methods 
incorporating the application of severe plastic deformation [9-11]. Several different methods are 
now available for imposing very high strains but the primary procedures are High-Pressure 
Torsion (HPT) [12] and Equal-Channel Angular Pressing (ECAP) [13,14], Although HPT is 
capable of producing material with extremely small grain sizes, this processing technique has the 
disadvantage that the samples are very small, typically in the form of disks with a diameter of 
~10 mm, and there appears to be no simple procedure for scaling HPT to produce large bulk 
material. By contrast, ECAP is capable of producing reasonably large samples and, as will be 
demonstrated, there is no subsequent diminution in the mechanical properties if the as-pressed 
material is subsequently rolled into sheets. Accordingly, this paper describes recent 
developments in fabricating and testing aluminum alloys using ECAP with the objective of 
achieving a superplastic forming capability at high strain rates. 

PRINCIPLES OF EQUAL-CHANNEL ANGULAR PRESSING 

plunger 

sample 

pressed sample 

Figure I. Schematic illustration nf the principle of 
ECAP. 

The principle of ECAP is 
illustrated schematically in figure 1. 
The ECAP die contains two channels, 
equal in cross-section, intersecting 
near the center of the die at an angle 
that is generally close to 90°. The 
sample is machined to fit within the 
channel and it is pressed through the 
die using a plunger. Thus, a strain is 
imposed on the sample as it passes 
through the shearing plane at the 
intersection of the two channels. 
Unlike more conventional metal- 
working processes, such as rolling 
and extrusion, it is apparent that the 
sample emerges from the die with the 
same cross-sectional dimensions as in 
the unpressed sample. Three separate 
planes are defined in figure 1: X is 
the plane perpendicular to the 
pressing direction and Y and Z are 
the side plane and the top plane at the 
point of exit from the die, 
respectively. 
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Figure 2. The four different processing routes for EC AP. 

The strain imposed on the sample during passage through the ECAP die is dependent upon 
both the angle, <I>, between the two channels and the angle, "P, representing the outer arc of 
curvature where the two channels intersect. However, it can be shown that the angle *P has only 
a relatively minor influence on the overall strain so that the total strain is close to ~1 for each 
separate pass through the die when the internal die angle is given by * = 90° [15]. 

Since the sample emerges from the die without any reduction in the cross-sectional 
dimensions, it is apparent that repetitive pressings may be undertaken in order to achieve very 
high total strains. This provides an opportunity to rotate the sample between consecutive 
pressings in order to change the shearing characteristics within the material [14]. Four distinct 
processing routes have been defined and these are illustrated schematically in figure 2 [16]. In 
route A the sample is pressed repetitively without any rotation, route B refers to a rotation of 90° 
between each pressing and route C denotes a rotation of 180° between pressings. Route B may 
be further subdivided into route BA where the rotations are by 90° in alternate directions between 
each pass and route Be where the rotations are by 90° in the same sense between each pass. 
Several investigations have shown these different processing routes lead to different 
microstructures within the material [17-20]. In general, it appears that, at least when using a die 
with an internal angle of <£ = 90°, route Bc leads most expeditiously to an array of essentially 
equiaxed grains separated by boundaries having high angles of misorientation [21] but there is 
some evidence that route A may be more effective in refining the grain size and producing high- 
angle boundaries when using a die with an internal angle of 120° [20]. An explanation for this 
apparent difference when using die angles of 90° and 120° has been developed through an 
analysis that incorporates the interaction of the shear plane with the texture and the crystal 
structure of the sample [22]. In practice, it is found experimentally that the development of an 
ultrafme microstructure in ECAP requires a very intense plastic straining on each separate 
passage through the die and this suggests that a die angle of <E> = 90° probably represents the 
optimum pressing condition [23]. 
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THE PROCESS OF GRAIN REFINEMENT THROUGH ECAP 

Repetitive pressings through an ECAP die lead to very substantial grain refinement and 
significant changes in the properties of the materials [9], The effect of ECAP may be illustrated 
by considering the pressing of samples of pure Al at room temperature where the initial grain 
size was ~1.0 mm and the samples were pressed through a die having an internal die angle of O 
= 90° [17,19]. 

In general, the first pass serves to divide the large grains into arrays of subgrains that are 
well delineated but separated by boundaries having low angles of misoricntation. These 
subgrains arc elongated and they tend to lie in a banded structure that is oriented essentially 
parallel to the shearing direction at 45° to the upper and lower surfaces when viewed in the Y 
plane. In the second pass, following a rotation of 90°, the subgrain structure is broken into an 
array of ultrafine grains and there is some increase in the misoricntations across the boundaries. 
After a total of three passes using processing route Bc, the subgrain bands arc no longer visible 
and instead the microstructurc consists of an essentially equiaxed array of grains with some 
boundaries having high angles of misorientation. The situation after four passes for route B( is 
shown in figure 3 for each of the three planes, X, Y and Z, together with the selected area 
electron diffraction (SAED) patterns appropriate to each plane and taken from regions having a 
diameter of 12.3 urn [19]. In this condition, at a strain of -4, the SAED patterns reveal the 
presence of boundaries having high angles of misoricntation on each plane of sectioning and the 
microstructurcs on each plane consist of equiaxed grains with an average size of -1.3 |iin. 
Careful measurements have shown this final grain size is of the same order as the separation 
between the subgrain bands after the first pass through the die [17], 

The development of an array of equiaxed grains having a size close to ~1 urn suggests the 
possibility of using this material to achieve superplastic elongations in tension. In practice, 
however, these small grains arc not stable at the high temperatures needed for rapid diffusion and 
superplastic flow. This is illustrated in figure 4 where the measured grain size is plotted as a 
function of the annealing temperature for samples annealed for one hour at each selected 
temperature. For pure Al, it is apparent that the grains with an as-prcsscd size close to 1 urn 
grow very rapidly at temperatures above -500 K [24]. A similar effect is shown also for an Al- 
3% Mg alloy, where the as-pressed grain size is significantly smaller than in pure Al because of 
the slower rate of recovery but, nevertheless, these ultrafine grains are again unstable at 
temperatures exceeding ~500 K [24], These results lead to the conclusion that ECAP may be 
used to achieve very substantial grain refinement in pure metals and solid solution alloys but the 
as-pressed materials cannot exhibit supcrplasticity because of the grain instability at elevated 
temperatures. 

A possible procedure for overcoming this problem is to use ECAP with alloys containing 
precipitates. Two examples arc shown in figure 4. First, there is significant grain refinement in 
an Al-3% Mg-0.2% Sc alloy from an initial size of-1.2 mm to a final size of-0.2 um after 
either 8 or 12 passes using route EV at room temperature [25], Furthermore, these small grains 
are extremely stable because of the presence of a fine dispersion of AhSc precipitates and it is 
apparent from figure 4 that a grain size of <1 um is retained to temperatures as high as -700 K. 
Figure 4 also includes data for a commercial AI-5.5% Mg-2.2% Li-0.12% Zr alloy where the 
initial grain size was -400 um and the material was pressed at 673 K to a strain of-3.7 to give a 
grain size of ~1.2 u.m [26]. In this material, these small grains are stable up to -750 K because 
of the presence of a dispersion of fine ß'-AI.?Zr precipitates. 
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Figure 3. Microstructures produced 
ontheX, Yand Z planes in pure Al 
after ECAP at room temperature to a 
total of 4 passes using route Bc: the 
selected area electron diffraction 
patterns were taken for each plane 
from regions having diameters of 
12.3fJm[19J. 
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Figure 4. Variation of grain she with 
annealing temperature for pure Al 
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0.12% Zr [26}: each sample was held 
for one hour at the annealing 
temperature. 
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The dramatic increase in the supcrplastic capability that may be achieved through the use of 
ECAP is illustrated in figure 5 for the commercial Al-Mg-Li-Zr alloy [27]. The solid points at 
the lower left show the relatively modest ductilities attained in this alloy at a testing temperature 
of 603 K when testing without ECAP. The upper open points demonstrate the much larger 
elongations exhibited by specimens of the same alloy after ECAP using route Be through a total 
of eight passes at 673 K and an additional four passes at 473 K to give a total imposed strain of 
~12. These points cover tests conducted at temperatures from 573 to 723 K where, as is evident 
from figure 4, the grain size remains reasonably small. Inspection shows the ductilities are now 
exceptionally high and, in addition, these high elongations are achieved at very rapid strain rates: 
for example, the elongations to failure at 673 K arc up to >1000% at testing strain rates of-10'' 
s"1. These elongations are more than sufficient to meet the requirements for use in superplastic 
forming operations. Thus, results of this type serve to establish the possibility of using ECAP as 
a viable processing tool for attaining the ultrafine grain sizes needed to achieve superplasticity at 
very high strain rates. 

Figure 4 gave results also for an Al-Mg-Sc alloy that was prepared by casting and this 
material provides an excellent opportunity to make a direct comparison between materials 
subjected either to ECAP or to cold rolling [28]. Figure 6 shows the microstructures produced in 
this alloy after two different processing conditions. In figure 6(a), the Al-Mg-Sc alloy was 
subjected to ECAP at room temperature for a total of eight passes using route Bc and then it was 
held at a temperature of 673 K for ~10 minutes. In figure 6(b), the as-fabricated alloy was 
subjected to cold rolling (CR) at room temperature to an equivalent strain of ~2.4 and again 
annealed at 673 K.for~10 minutes. Careful inspection shows the grain sizes in these two 
conditions are similar with values of ~1.1 and ~0.9 |im after ECAP and CR, respectively, 



Figure 6. Micwstructures in an Al- 
3%Mg-0.2%Sc alloy after holding 
at 673 Kfor ~10 minutes following 
(a) ECAPfor 8passes at room 
temperature using route Bc and (b) 
cold rolling at room temperature to a 
strain of-2.4 [28]. 

but the SAED patterns reveal the presence of high angle grain boundaries in figure 6(a) after 
ECAP whereas the boundaries have low angles of misorientation in figure 6(b) after CR. From 
these observations, it is reasonable to conclude that ECAP and CR both have the potential for 
refining the microstructure but in CR these new boundaries do not evolve, at least over the range 
of strains examined experimentally, to produce the high angle boundaries needed for easy grain 
boundary sliding and consequently for the occurrence of superplastic elongations. 

The effect of ECAP and CR on the mechanical properties of the Al-Mg-Sc alloy may be 
examined directly by preparing samples of the alloy using both procedures and then testing in 
tension over a range of strain rates. The results are shown in figure 7 for a testing temperature of 
673 K where the data are plotted in the form of the measured flow stress against the imposed 
strain rate. Thus, the alloy processed by ECAP exhibits a strain rate sensitivity, m, close to -0.5 
at strain rates in the range of-10"2 to 10"' s"1 and this is consistent with the expectations for 
superplasticity, whereas the alloy processed by CR exhibits a strain rate sensitivity of ~0.3 which 
is consistent with dilute Al-Mg alloys [28]. These differences in the values of m lead to very 
significant differences in the measured elongations to failure, as shown in figure 8 for the same 
set of specimens [28]. As expected, the alloy showing m = 0.3 after CR exhibits modest 
elongations of <300% whereas the same alloy after ECAP, where m = 0.5, exhibits elongations 
up to >1000% at very rapid strain rates at and above 10"2 s"1. 
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Figure 9. Samples of ait 
Al-3%Mg-0.2%Sc alloy 
after ECAPfor 8 passes at 
room temperature using 
route Be and then pulling 
to failure at 6'i'3 K [28]: 
the upper specimen is 
untested. 

Figure 9 shows the specimens of the Al-Mg-Sc alloy after ECAP and pulling to failure as 
documented in figure 8 [28]. The uniformity of deformation within the gauge lengths of 
specimens giving high tensile elongations confirms the occurrence of true superplasticity and an 
absence of any significant localized necking. 

The exceptionally high tensile ductilities evident in figure 9 suggest it should be possible to 
use the as-prcsscd material for rapid supcrplastic forming. This suggestion is confirmed in figure 
10 where disks were cut from the rods of the as-pressed Al-Mg-Sc alloy, inserted into a biaxial 
gas-pressure forming facility, heated to 673 K and then subjected to an argon gas pressure of 10 
atmospheres, equivalent to 1 MPa, for periods up to a maximum of 60 s: disk (a) on the left is 
untested and the disks labeled (b) and (c) were formed for periods of 30 and 60 s, respectively 
[29]. Following forming, these two disks were sectioned and measurements were taken to 
determine the local thickness at angular positions around each dome, where 0° corresponds to the 
pole of the dome at the highest point. These measurements are shown in figure 11 and they 
confirm the uniformity of thinning associated with true superplasticity [29]. 

The demonstration in figure 10 confirms the potential for using small disks cut from the as- 
pressed rods for rapid forming but in practice the superplastic forming industry uses materials in 
the form of thin sheets. To evaluate whether the superplastic characteristics are retained if the 
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Figure 10. Disks cut from rods of the Al-Kfg-Sc allny after F.CAP 
for 8 passes at room temperature using route B(.   Disk (a) is in 
the as-pressed condition and the other disks were heated to 673 K 
and subjected to a gas pressure of 1 MPa for periods of (It) 30 s 
und(c) 60s [29]. 
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Figure 11.   Variation of the local 
thickness with the angular position 
around the dome for the two domes 
shown at (b) and (c) in Fig 10 [29]. 
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as-pressed alloy is subjected to cold rolling, figure 12 shows the elongations recorded at 673 K 
after both ECAP through different numbers of passes and ECAP + CR [30]. It is evident that the 
superplastic properties remain essentially unchanged when cold rolling is used to prepare the 
material as a sheet after processing by ECAP, thereby providing additional support for the utility 
of the ECAP procedure as a tool for fabricating materials for potential use in superplastic 
forming applications. 

SUMMARY AND CONCLUSIONS 

1. Equal-channel angular pressing (ECAP) is a useful processing technique involving the 
application of severe plastic deformation to achieve a very substantial refinement in the grain 
size of conventional metals and alloys. If ECAP is continued to a sufficiently high strain, it is 
possible, at least in pure aluminum and aluminum-based alloys, to achieve an array of ultrafine 
grains separated by boundaries having high angles of misorientation. 

2. The ultrafine grains produced by ECAP are reasonably stable at elevated temperatures 
when there are precipitates in the material. Under these conditions, the high angle grain 
boundaries produced by ECAP lead to grain boundary sliding and superplastic ductilities at high 
strain rates and thus they give the potential for achieving a rapid superplastic forming capability. 
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Abstract 

We report calorimetric data for the size-dependence of the melting temperature as well as the 
enthalpy and entropy of melting for nanoscale Pb particles in an Al matrix, prepared by high 
energy ball-milling. The results are discussed with respect to various models for the melting of 
small confined systems. We can rule out models based on a temperature-independent Gibbs 
excess free energy of the particle-matrix interface, and a model based on an increased mean- 
square displacement of the interfacial layer. The best agreement to the data is provided by 
modeling the interface as an inert layer of finite thickness, which does not participate in the 
phase transition. 

Introduction 

It is well known that a decrease of the size D of a particle leads to a shift of the melting 
temperature, 7M, [1-4], both for free and for matrix-isolated particles [5-7]; a recent review is 
given in Ref. [8]. There is as yet no single generally accepted model for the size dependence, and 
the individual models yield different predictions for the variations of measurable quantities, such 
as the temperature and enthalpy of melting, on the particle size. 

Since Pb has a conveniently low bulk melting point and is insoluble in Al, size-effects on the 
melting of Pb nanoparticles in Al has been repeatedly studied. Al-Pb nanocomposites have been 
prepared by melt spinning [9] and by high energy ball milling [10], the former technique leading 
to an increase of Tu with decreasing size, whereas the latter results in a decrease with decreasing 
size. More recently, a melting point increase was also reported for Pb in Al-Pb multilayers [11]. 

Besides TM, calorimetry measures the heat of melting, and provides estimates for the entropy 
of melting. The proposed models make different predictions on the size-dependence of these 
quantities, and the purpose of our paper is to assess the models by comparing their predictions to 
experimental data. The data were obtained by a calorimetric investigation of the melting of Pb 
particles, with sizes ranging from 2 to 100 nm, embedded in an Al matrix by means of high 
energy ball milling. 

Theory 

We denote by g, h and s the free energy, enthalpy, and entropy, respectively, of the Pb 
particles per volume of Pb (e.g., total enthalpy over total volume); the subscript '0' refers to the 
properties of the bulk material in the absence of interfaces, and we denote by A and the subscript 
M the change upon solidification (e.g., AhM denotes the volumetric latent heat of melting, liquid 
minus solid). Formally, it is always possible to decompose the actual values of g, h, and s into 
the values for the bulk material, go, h0, and s0, and the respective Gibbs excess quantity per area, 
A, of interface, {G}, {H}, and {S}. For instance, 
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Vg=VR, + A{G) (1) 

When melting is treated as a first order phase transition with G = H - 715, Eq. (1) leads 
immediately to: 

Tu = ( A/iM,o 4 a A {/-/} M ) / ( A.vA,.o i a A {.5} M ), (2) 

where a denotes the specific interface area (area per volume), a = AIV. Models which ignore the 
excess entropy, for instance by assuming temperature-independent excess free energies {G}, and 
which approximate H and S as temperature-independent and the excess enthalpy as size- 
independent, will therefore predict a linear dependence of 7M on a. Since a is inversely 
proportional to the particle size, D, this is equivalent to a dependency of the form 

7M = Tm + clD (3) 

with c a constant. Experimental data for TM as a function of D have repeatedly been analyzed by 
this law and good agreement was generally found [5, 6]. Since AHM = 7M A.5M. the above 
assumptions also suggest that the enthalpy of melting has the same size-dependence as the 
melting temperature, in other words: 

A/7, 

(4) 

j?-- (5) 

Apparently, this prediction has not been checked against experimental data. 
Although some uncertainty is introduced by the fact that the melting of nanoparticles 

generally takes place over a finite temperature interval, experimental data for A/7M and 7'M allow 
the entropy of melting to be estimated according to A.S'M = A/7M / 7'M. Phis allows at least for a 
qualitative check of the assumption of a temperature-independent interface excess free energy. 

A second class of models considers prcmclting of the intcrfacial region. It has been proposed 
that the enthalpy change during premelting cannot be resolved experimentally due to thermal 
smearing. Thus, since only the melting of the core is observed, the experimental enthalpy of 
melting should be reduced by a factor that corresponds to the volume fraction of the prcmoltcn 
layer of thickness, t [2]: 

A//M = AtfM,o(l-2//Z>,3 (6) 

It is seen that, independent of the details of the premelting process. Kq. (3) follows simply by 
assuming an interfacial 'inert layer', which does not contribute to the latent heat and entropy of 
melting. Equation (6) has been found to agree well with data for Sn nanoparticles [2]. However, 
since the same argument should also hold for the entropy of melting, it would seem that in this 
case also following equation holds: 



MM    = ^^; (7) 

which is obviously problematic since it suggests that: 

Tu = Tu.o> (8) 

in other words 7M is predicted to be independent of the particle size, which is contrary to what is 
generally observed by experiment. 

The third type of model that we chose to compare to our data derives a size-dependence of the 
Tu and HM based on considerations of the increased mean square atomic displacement at small 
particle size. This leads to a size-dependent interfacial Gibbs excess free energy, {G}, and to the 
postulate of the following size-dependencies of I'M and of AHM [12]: 

TM    = 

T '«,0 

exp 
f 

2 AS-       D0    ] 
3J?      D-D,) 

Aff« T 1 M D-2D0 

Atf„.o 1 M,0 D-D,    ' 

(9) 

(10) 

where ASM.O™' denotes the molar entropy of melting, R is the gas constant, and Do = 6 (6Q/7t)"3 

with fl the atomic volume. 
Conclusions on the size-dependence of the melting temperature have also been derived by 

considerations based on the effects of a capillary pressure [2, 6, 13]. These models generally 
apply concepts which are valid for fluid droplets in a fluid matrix, but which are invalid if at 
least one of the systems (particle or matrix) is solid [14]. We shall therefore disregard these 
approaches. 

Experimental 

Solid mixtures of Al (purity 99.999%) and Pb (purity 99.9999%) were alloyed in a SPEX 
8000 shaker mill. Charges of 2.5 g in weight were milled for 12 h in a steel vial with two large 
(8,3 g each) and four small (1 g each) hardened steel balls. The milling time was sufficient to 
achieve a steady-state average particle size as observed by x-ray diffraction (XRD). 
Contamination from the milling media was monitored by energy-dispersive x-ray spectroscopy 
(EDX); the major impurity component was found to be Fe with a maximum solute fraction of 0.1 
at.%. 

Structural characterization of the milled samples was performed by XRD using Mo-Ka 
radiation. The lattice parameters were determined from the peak positions using Cohen's method 
and the extrapolation function cos29/sin0 [15]. The (volume-weighted) average particle size and 
the inhomogeneous strain were estimated from the integral widths of the first eight fee 
reflections assuming Lorentzian grain-size broadening and Gaussian strain broadening [16]. The 
calorimetric characterization was carried out in a differential scanning calorimeter (DSC, Perkin- 
Elmer Pyris I), under Ar gas and with a heating rate of 10 K/min. The accuracy of the 
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temperature measurements amounted to +0.2 K, the relative accuracy of the melting enthalpy 

measurements was ±1.5%. 

Results and Discussion 

Fig.l shows the particle size for the ball-milled 
Al|..vPbx samples as a function of the atomic 
fraction, x, of Pb. The particle size D for as- 
prepared samples increases rapidly with 
increasing Pb content (solid symbols); after five 
melting/solidification cycles (each cycle from 
room temperature to 615 K and back) the particles 
have undergone limited coarsening (open 
symbols). Since no further increase of the particle 
size was observed between the fourth and the fifth 
cycle the open circles in Fig. 1 are assumed to 
represent the steady state. The measured lattice 
parameters, a, of Al and Pb are found to be 
independent of the lead concentration within the 
error of the measurements (standard deviation) of 

E 
c 

Fig. 
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1: Average particle size D of the as- 
prepared and the annealed samples vs. 
Pb atom fraction x. 
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respectively. Because of the large size mismatch of Al and Pb atoms, even small amounts of Al 
in Pb or of Pb in Al would measurably influence the respective lattice constant. Therefore, the 

result suggests that Al and  Pb remain mutually 
immiscible even after mechanical milling. 

Fig. 2 shows the DSC heat flow, normalized to 
the Pb mass fraction. With decreasing Pb 
concentration, the position of the endothermic peak 
moves to lower temperatures and the peak width 
increases. Additionally, the heat flow of a pure lead 
sample with comparable mass than the Pb fractions 
in the nanocomposite samples is indicated. The 
melting temperature TM is seen to decrease with 
decreasing particle size, and the reduced total area 
of the peaks indicates a reduction of the respective 
melting enthalpies AHM. The observation of a size 
dependent melting temperature reduction is typical 
for the melting of small isolated particles in general 
and in particular for matrix-embedded Pb 
nanoparticlcs prepared by ball milling [7]. 

In Fig. 3, the reduced melting enthalpy, 
n = &HM / A//M_O is shown as a function of the 
reduced melting temperature, T = 7*M / TM.O- Also 
shown are the theoretical predictions by Eqs. (4, 7, 

and 10). It is seen that the data disprove the identity of u and T, Eq. (5). which suggests that the 
interfacial excess entropy is not negligible. The agreement with Eq. (10) is somewhat better, but 

50- 

L 
580 590 600 610 

T[K] 

Fig. 2: DSC heat flow, normalized to mass of 
Pb, of several Al,,r Pb, samples vs. 
temperature T. Curves have been 
displaced vertically for better 
readability. 
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3: Reduced melting enthalpy r\ vs. 
reduced melting temperature x. 
The lines represent Eq. (5) 
(dashed), Eq. (8) (dotted), and Eq. 
(9) (solid). 

nonetheless the pronounced differences between data 
and theory appear to rule out the underlying model. 
Moreover, analyses of the quantitative x-ray 
measurements taken at room temperature [17] indicate, 
that the mean square displacement values are 
independent of the particle size, contrary to the 
predictions of the model. Although Eq. (8) is unrealistic 
in predicting no variation of x at all, it is seen that the 
experimental variation in x is indeed much smaller than 
predicted by the other models, and that Eq. (6) provides 
the closest values for n. 

Fig. 4 displays the variation of n and of the reduced 
entropy, o = ASM I ASM.O, with D. Also shown are the 
predictions by Eqs. (4), (6), and (10) for the variation of 

Fig. 3: Reduced melting enthalpy n vs.     „ as a function of D. The constant c in Eq. (4) was 

determined by the fit to the variation of x with D, see 
Fig. 5, and the layer thickness t determined by fitting 
the data in Fig. 4 by Eq. (6) was t = (0.9±0.3) nm. 
Again, it is found that Eq. (6) provides the best fit to the 

data, suggesting that the inert layer model is the most adequate model. We have pointed out that 
the inert layer model also suggests that the entropy of 
melting varies with the particle size in a similar manner 
as the enthalpy of melting. Such behavior is indeed 
indicated by the data in Fig. 4, which show that c and r\ 
vary   nearly   identically   with   D.   This   is   not   in 
contradiction to the grain-size dependence of x, since 
one can readily verify that small differences between c 
and n give rise to noticeable variations of the melting 
temperature. In other words, while the inert layer model 
does explain the size-dependence of the enthalpy and 
entropy of melting, it is poorly adopted to the task of 
predicting the size-dependence of TM. Obviously, the 
model fails to appropriately account for the detailed 
energetics   of the   particle   matrix   interface,   which 
manifest themselves in the dependency of the melting 
point  (increase  or  decrease)   of Pb   in  Al  on  the 
preparation technique (melt spinning or ball milling) 
and, potentially, on the degree of coherency of the 
interfaces.    In    the    absence    of    more    detailed 
investigations of the atomic structure and its variation 
with T near 7M the layer model must be considered 
merely as an operational concept for parameterizing the 
size-dependence of the enthalpy and entropy of melting. 

In the above context we also emphasize that while our results confirm the functional variation 
of the enthalpy and entropy of melting as a function of the particle size predicted by the inert 
layer model, they neither support nor contradict the previously suggested model of surface 

Fig. 

10 100 200 

D rnml 
4: Experimental data for the 
reduced melting enthalpy T| (•) 
and for the reduced melting 
entropy o (o)vs. average particle 
size D. The lines represent model 
predictions for TJ, namely Eq. (9) 
(solid) and bests fits by Eq. (4) 
(dashed) and (6) (dotted). 
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premelting [21. In fact, an equally consistent 
explanation of the data would be obtained if it was 
assumed that, instead of a liquid-like disordered layer 
below TM, the particle would actually exhibit a solid- 
like ordered surface layer above TM. Such layering at 
solid-liquid-interfaces is in fact well supported by 
experiments and computer simulations for planar 
interfaces, where it can extend over many atomic 
monolayers into the liquid [18]. 
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ABSTRACT 
Nanostructured WC-Co powders obtained by mechanical milling were investigated by 

combination of X-ray diffraction (XRD) and high-resolution transmission electron microscopy 
(HRTEM) techniques. HRTEM image analysis shows that in the as-milled nanostructured powder, 
many WC grains contain stacking faults lying on the plane{10.0}. Analysis of phase images 
showed that these defects were nearly periodically ordered along the [10.0] direction. Based on 
these observations, a structural model is proposed for the WC grains with ordered stacking faults, 
which is in fact equivalent to a superstructure of WC with space group Amm2. When this model is 
introduced together with the normal WC structure (space group P 6 m2) into the Rietveld 
refinement, a much better agreement between the calculated and experimental XRD profdes is 
obtained. This study allowed obtaining the lattice parameters, grain size, microstrain and other 
structural information on the as-milled powders. 
Keyword: structural properties, mechanical milling, WC-Co 

1 INTRODUCTION 

Nanocrystalline materials exhibit a crystallite size in the range of a few nanometers (typically 
5-20 nm). It was reported that the mechanical properties of nanocrystalline WC-10%Co cemented 
carbides are much better than conventional materials [1]. A lot of processes have been used for 
synthesizing nanocrystalline materials. Among them, high-energy mechanical milling was widely 
adopted because of its low cost, efficiency and simplicity of processing. 

In previous studies [2], nanocrystalline WC-10%Co powder mixtures were prepared by 
high-energy ball milling and studied by XRD and HRTEM. The lattice parameters, size and strain 
were analyzed by line profile analysis using the Haider-Wagner plot [3], Recently, another study 
by Ungar et al [4] allowed determining the particle size, the size distribution and dislocation 
density in a nanocrystalline tungsten carbide using a modified Williamson-Hall and 
Warren-Averbach method. In both previously mentioned studies, peaks were fitted separately and 
the information on the relative intensities of each peak was not considered. In this work, Rietveld 
(whole-profile) analysis was tried for the refinement of the experimental XRD patterns [4]. It 
rapidly appears that the XRD whole profiles could not be satisfactorily fitted using only the 
modeled whole pattern of WC including line broadening. In fact, intensity residues, either by 
excess or defect, were systematically found close to the Bragg positions. These discrepancies 
between calculated and observed intensities indicate that the WC structure introduced in the 
refinement can not represent correctly the crystal structure of the material and that significant 
structural modification has been induced by the milling process. HRTEM observations revealed 
that many nanocrystallites are heavily affected by stacking faults, which are not randomly 



dispersed, but are organized with a nearly regular periodicity. This sftiriy reports on a model 
introducing a WC superstructure including stacking faults for explaining HRTEM observations 
and XRD patterns. 

2 EXPERIMENTAL 

Samples of different milling time were prepared using a Spex-8000 three-dimension vibrating 
high-energy ball mill. The milling vial and milling balls arc made of WC-Co in order to avoid an 
eventual contamination. The mass ratio of milling balls to powder mixture was fixed to 8:1. The 
milling times were 0.5, 1,2,5, 10, 20,40, 100, 150 hours respectively. 

The XRD patterns were taken using a Philips X-ray diffractometer with Co-Ka radiation. 
Rietveld (whole-profile) analysis of the experimental XRD patterns was carried out using the 
Fullprof software [5] and Rietveld refinement guideline [6], HRTEM observation was carried out 
using a 200 kV TOPCON-002B ultra-high resolution analytical electron microscope. 

3 RESULTS 

The XRD pattern of a WC-10%Co composite powder milled for 10 hours is shown in figure 1. 
Strong broadening and overlapping can be seen compared with the sample without milling. 
Actually after 2 hours milling, the peaks of Co get broad enough to submerge in the background 
and can not be observed in the experimental condition. So only WC was used to fit the 
experimental patterns of the as-milled powders in the following analysis. When the perfect 
structural model was used to refine the experimental pattern, we find that there are systematic 
differences between the calculated pattern and the experimental pattern for all the as-milled 
specimens. First, the relative intensities of some peaks change compared with the pattern of the 
starting powder, the experimental intensities of peak (20.0) and peak (00.2) arc much stronger than 
the calculated ones, as shown by the difference curve in figure 2. This phenomenon can not be 
caused by preferred orientation effect, because the relative intensities of peak (10.0) and peak 
(20.0) have to be interrelate and that in this case, the ltal(20.0) (integrated intensity) is only 70% of 
Icxp(20.0), while Ic„i(10.0) is nearly 98% of I„p(10.0). Second, not all the peak profiles can be well 
described. For example, it was not possible to match well the peak (20.1) in the whole profile 
matching process, even if anisotropic strain and domain-size effects were taken into account. 

It was thus likely that these phenomena might be caused by structural defects created during 
mechanical milling. From the HRTEM study at atomic scale, it appeared that two types of WC 
nanocrystals were found, hi particular, in addition to crystallites containing few defects, the 
smaller grains contained a large number of planar defects. Figure 2(a) shows a HREM image of 
such an as-milled WC grain. The defects correspond to the stacking fault {10.0} 1 /6[-12.3], which 
is the most typical type of stacking faults found in WC crystals [7]. Besides, these stacking faults 
arc periodically arranged within the nanograin. This periodicity can be visualized using the phase 
analysis method developed by M. Hytch [8]. In Figure 2(b), the power spectrum of the image is 
shown where two sets of periodicity associated to plane {00.1} and plane {10.0} can be seen. 
Figure 2(c) and 2(d) are phase images PI0.0(r) and P00.1(r) reconstructed by inverse Fourier using 
the two reflections 10.0 and 00.1 in Figure 2(b). The phase image Pg(r) can be used to define the 
translation domain associated to a given diffraction vector g within a crystal grain. The phase shift 
is represented on a gray scale. In particular, when the fringe shifts by half a period, the phase 
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changes by %, resulting in the different color at both sides of the interface; on the other hand when 
the fringe does not shift or shifts by a period, the phase is kept constant and the color is the same 
across the field of view. 

The phase image P10.0(r) [Figure2 (c)] shows almost the same color across the whole WC 
particle. From Figure 2 (d), it can be seen that the WC grain has several parts of different colors, 
each corresponding to a stacking fault. It is important to notice that in the diffraction pattern (figure 
2b), the defects suppress the 00.1 spot which is replaced by a pair of satellite spots. The distance in 
reciprocal space between these two satellites is directly related to the periodicity or 
pseudoperiodicity of the stacking defect. Consequently, in the XRD patterns, the presence of the 
observed stacking defects will reduce the intensity of given lines such as 00.1 and introduce extra 
intensity out of Bragg positions at the angle corresponding to the satellite spots. 

60 80 100 
2 Theta (degree) 

Figure 1. XRD experimental pattern and 
the fitting result when the WC structure 
was used for powder milled for 10 hours. 

A: experimental pattern 
B: calculated pattern 
C: difference curve 

4 DISCUSSION 

A tentative structure model for the faulted WC grains is proposed for representing an ordered 
array of stacking faults. According to this model, the faulted structure of hexagonal WC can be 
described by a structure with space group Amm2, in which there is one stacking fault every a 
certain number of planes {10.0}. The number "n" can be adjusted in order to correspond to the 
satellite positions. Figure 3 represents a structure model with one stacking fault every 7 planes. 

The as-milled powder will be now considered as a mixture of WC grains of two different 
structures: P6m2 and Amm2. These two phases were then put into the Rietveld refinement process. 
In this case, the XRD experimental patterns can be fitted much better, as shown by the difference 
curve in figure 4 which corresponds to a sample obtained after a milling time of 10 hours. The 
improved agreement between the experimental and calculated profiles was also measured by the 
factors Rp and Rwp which decreased by about 50 percent. The previously mentioned intensity 
deficiencies, for instance concerning the peak (20.0), are corrected by the introduction of stacking 
faults. For the WC grains with stacking faults, the WC peak (20.1) is split into two peaks in the 
orthorhombic phase and this allows the experimental peak shape to be fitted by adding the 
intensities of the two parts, as shown in figure 4. So it can be concluded that the stacking faults are 
the main cause of the differences observed from a XRD pattern of WC solely broadened by size 
and strain effects. A reasonably good fit was obtained for all samples with different milling time. 
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Figure 2. Analysis of the stacking faults found in ball-milled nanometric WC crystallites 
(a) HRTEM image (b) diffraction of image 
(c) phase image PI0.0(r)   (d) phase image POO. 1 (r) 
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Figure 3. Structure model for faulted 
hexagonal WC (Space group Amm2) 

2 Theta (degree) 
Figure 4. Fitting results when stacking faults are 
taken into account. A: experimental pattern; B: 
calculated pattern (C+D); C: calculated pattern with 
stacking faults; D: calculated pattern without stacking 
faults; E: difference curve. 
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The superstructure used assumes a perfectly regular spacing of the stacking faults, it is likely that 
an even better adjustment of the calculated patterns to the experimental ones could be achieved if 
some fluctuation of stacking fault distances was permitted in association with the distribution in 
particle size observed by TEM. 

From the refinements made on all the samples, we get strain, grain size, lattice parameters and 
information on the stacking fault periodicity. Results reported in table 1 show that the volume 
fraction of the faulted WC grains is nearly 50% for many samples. The plane number between 
stacking faults decreases rapidly from 17 to 9 in the first five hours. As the milling time increases, 
the amount of stacking faults does not change noticeably. It appears that in our milling conditions, 
the preferred mode of deformation is the formation of a large number of stacking faults which tend 
to be ordered in smaller grains. This ordering seems to be destabilized by prolonged milling during 
150 hours. We do not know if cobalt, which was mainly found by EDX analysis in TEM along WC 
grain boundary regions, may affect these phenomena. 

Table 1 Volume fraction of the two phases (hexagonal WC and orthorhombic WC defective 
superstructure); n= number of (10.0) planes between defects, D= spacing between defects 

Milling 
time 

Volume fraction 
hexagonal   orthorhombic 

Rp n D 
(nm) 

150 0.72        0.28 4.97 7 1.8 
100 0.52        0.48 6.67 9 2.3 
40 0.41         0.59 6.05 9 2.3 
20 0.38         0.62 5.59 9 2.3 
10 0.46        0.54 7.49 9 2.3 
5 0.47        0.53 6.46 9 2.3 
2 0.43         0.57 7.47 11 2.8 

0.5 0.47        0.53 6.73 17 4.3 

Figure 5 shows the variation of the unit cell volume for the phase corresponding to hexagonal 
WC grains in function of the milling time. It can be seen that the unit cell volume decreases 
slightly with the milling time. This effect can be induced either by mechanical effects and the 
presence of defects or by chemical modification if some cobalt can be dissolved in the crystallites. 

The hexagonal WC grain size decreases rapidly in the first stages of milling, while after 10 
hours of milling it decreases much more slowly (figure 6). In agreement with TEM observations, 
the crystallite dimensions are relatively isotropic. On the other hand, the lattice strain found for 
hexagonal WC crystallites shows a strong anisotropy. The lattice strain along [10.0] in the powder 
milled for 10 hours is much higher than along [00.1 ] (figure 7). This result is also probably due to 
the planar defects which, despite they are less numerous than in the so-called orthorhombic 
crystallites, are also found in hexagonal WC grains. 
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Figure 7. Strain along [001 ] and 
[100] versus milling time for 
WC-10%Co powder 

5 CONCLUSION 
(1) HRTEM images show that stacking faults in the planes {10.0} of WC grains were created 

by mulling. Based on the HRTEM observations revealing the regular array of these defects in 
many crystallites, a structure model was proposed for the WC grains with stacking faults. When 
this new "phase" is put into the Rietveld procedure, the quality of the refinement is much improved. 
The refinement results show that during mechanical milling the density of stacking faults increases 
quickly during the first five hours, and as the milling time increases it stays almost unchanged. 

(2) During mechanical milling, the lattice parameters of the WC decrease slowly. The average 
grain size decreases rapidly at the first 5 hours and then decreases slowly to about 8 nm. 

Microstrain along [10.0] is much larger than along [00.1] for the milled samples. 
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ABSTRACT 

The vibrational density of states of silver in the form of a free cluster, a single crystal and a 
nanocrystalline material has been calculated with the help of molecular-dynamics simulations. 
The model for the nanocrystalline material was derived by the simulation of pressureless sintering 
of nanometer sized silver particles. The results show a broadening of the vibrational density of 
states in the case of the cluster and the nanocrystalline material. 

INTRODUCTION 

In recent years materials scientists have paid much attention to the study of nanomaterials (see 
e.g. [1]). One interesting problem within this context is the vibrational density of states (VDOS) 
of nanocrystalline metals since the small grain sizes in these materials lead to significant changes 
in this quantity. Several inelastic neutron neutron scattering studies of pure metals and alloys have 
been published [2-7]. In two of these studies a linear onset of the VDOS at low energies has been 
observed [6,7]. 

In this work, results of the calculation of the VDOS of silver as a free cluster, a single crystal, 
and a nanocrystalline material from molecular-dynamics simulations are presented. The model 
for the nanocrystalline material was obtained from a simulation of the pressureless sintering of 
nanoclusters. By this method a model material with 92.5 % of the density of the perfect solid was 
obtained which contains a number of nanometer sized voids. The results for the VDOS show a 
significant broadening in the case of the cluster and the nanocrystalline material. However, no 
linear onset of the VDOS is observed in the low energy regime. 

COMPUTATIONAL METHODS 

Molecular-dynamics simulations employing an embedded-atom method (EAM) potential [8] 
for silver have been performed. Details of the potential will be published elsewhere [9]. From 
these simulations the VDOS of the systems under investigation were calculated from the velocity 
autocorrelation function (\(t) v(0)) whose Fourier-transform is proportional to the VDOS [10]. 

Three different configurations were used in the calculations. An Agi205 cluster with a diameter 
of 3.3 nm was constructed by cutting a spherical region out of a regular fee lattice. Simulations of 
single crystalline silver were based on a supercell of 20 x 20 x 20 cubic fee elementary cells (32 000 
atoms). Much more efforts were required to obtain a model for the nanocrystalline material. For 
this purpose, 32 randomly rotated copies of the Ag1205 cluster (after equilibration) were arranged 
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Figure 1. Upper panel: Configuration of nanocrystalline silver after pressureless sintering over 
1.5 ns. The edges of the nearly cubic cell have a length of about 9 nm. Lower panel: 0.4 nm thick 
cross-section of the same configuration. 
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on a fee lattice. The lattice constant of this super lattice was chosen in such a way that the clusters 
interacted only weakly with one another. Starting from this configuration the consolidation of the 
clusters to a dense materials was simulated at zero pressure and constant temperature over a period 
of 1.5 ns (1 000 000 simulation steps). 

In the simulations of the single and nanocrystalline systems periodic boundary conditions were 
applied. Moreover these calculations were carried out in the NPT ensemble by employing a Nose- 
Hoover thermostat [11] and the Parrinello-Rahman method [12]. However, since the use of meth- 
ods like the Nose-thermostat and the Parrinello-Rahman scheme modifies the dynamics of the 
particles, their use had to be avoided in the calculations of the VDOS. Therefore, the velocity 
autocorrelation functions were calculated from additional simulation runs at constant energy and 
volume using the average volumes derived from the constant-pressure simulations. All simula- 
tions were performed with the Verlet-Algorithm [13] using a time step of 1.5 fs and a temperature 
of 300K. 

RESULTS 

The configuration of the nanocrystalline system resulting from the simulation of the sintering 
process over 1.5 ns is shown in the upper panel of figure 1. As can be seen from this figure, a dense 
nanocrystalline system has been formed during this simulation. The density of the system at this 
time has reached 92.5 % of the density of the single crystal. The figure reveals further that in spite 
of the closed-packed arrangement of the clusters in the starting configuration, the system contains 
a number of voids. The structure of these voids can be better seen from the cross-sectional view 
of the system given in the lower panel of figure 1. From this figure the size of the voids can be 
estimated to be of the order of 1 nm. However, one should be careful to draw conclusions about 
the general structure of the system from this figure. The closed-packed structure of the initial 
configuration leads to a somewhat artifical arrangement of the interfaces and voids in the system. 
The cross-section shown in the lower panel of figure 1, which has been specially chosen to show 
the voids, is therefore not representative for the core parts of the grains. 

In figure 2 the VDOS of the free Ag|205 cluster and single crystalline silver are presented. The 
curves have been broadened by a finite line-width of 0.5 meV in order to reduce the noise. It can 
be seen that the global VDOS of the cluster is significantly broadened in comparison to the single 
crystal. This broadening is mainly due to the contribution of surface atoms. However, in contrast 
to the recently published results of a Green's function calculation [14] no linear behavior of the 
VDOS at low energy can be seen in figure 2. Instead of this a gap is found at energies below 
1.5 meV (see also inset in figure 3; the small VDOS remaining below 1.5 meV results from the line 
broadening and finite simulation time). The VDOS in the core of the particle is governed by the 
presence of a capillary pressure of 1.5 GPa inside the cluster as discussed in [15]. The effect of 
the capillary pressure can be seen from figure 2, which shows that the VDOS inside the cluster is 
shifted with respect to the single crystal and is identical to the VDOS of the single crystal under a 
pressure of 1.5 GPa. 

Finally, the VDOS of the nanocrystalline material, the single crystal and the cluster are com- 
pared in Figure 3. While the behavior of the nanocrystalline system at high energies is very similar 
to the result for the free cluster, a further increase of the VDOS at low energies can be seen in 
the nanocrystalline material. Although the gap in the spectrum vanishes during the consolidation 
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Figure 2. Vibrational density of states of a Ag|2o5 cluster (thick light solid line). The thick light 
dotted (dashed) line denote the contributions of surface (core) atoms of the cluster. Results for 
single crystalline Ag at pressures of 0.0 and 1.5 GPa arc given by the thin dark solid and dashed 
lines, respectively. 
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Figure 3. Vibrational density of states of nanocrystalline Ag (thick dark line), single crystalline Ag 
(thin dark line) at zero pressure and a Ag!2o5 cluster (thick light line). 
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of the clusters, there is still no sign of a linear onset of the VDOS. The increase of the VDOS in 
the nanocrystalline material is accompanied by a decrease and loss of structure of the VDOS at 
medium energies. 

SUMMARY AND CONCLUSIONS 

The VDOS of a free silver cluster as well as single and nanocrystalline silver have been calcu- 
lated from molecular-dynamics simulations. In order to construct a model for the nanocrystalline 
material the process of pressureless sintering has been simulated for 32 nanoparticles. From this 
simulation a model system of dense nanocrystalline silver with nanometer sized voids was ob- 
tained. 

The calculation of the VDOS of the three systems showed a pronounced broadening of the 
VDOS in the cluster and the nanocrystalline material. However, the linear onset of the VDOS 
at low energies which has been observed in some experimental studies [6,7] is not found in the 
calculations. In the case of the cluster a gap is observed at low energies which seems to be plausible 
since the finite size of the cluster should suppress any modes with long wavelength. Similarly the 
missing linear behavior in the case of the nanocrystalline material might be related to the limited 
size of the voids in the model system. This would mean that the presence of a linear increase of the 
VDOS at low energies requires the presence of extended surface structures in the material. This 
scenario can possibly be checked by computer simulations of much bigger nanocrystalline systems 
consolidated from an irregular arrangement of clusters. 
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